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Abstract

Optimization is a universal quest, reflecting the basic human need to do bet-
ter. Improved optimizations of energy-efficiency, safety, robustness, and other
criteria in engineered systems would bring incalculable societal benefits. But,
fundamental challenges of scale and complexity keep many such real-world
optimization needs beyond reach. This article describes The Institute for
Learning-enabled Optimization at Scale (TILOS), an NSF AI Research Institute
for Advances in Optimization that aims to overcome these challenges in three
high-stakes use domains: chip design, communication networks, and contex-
tual robotics. TILOS integrates foundational research, translation, education,
and broader impacts toward a new nexus of optimization, Al, and data-driven
learning. We summarize central challenges, early progress, and futures for the
institute.
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INTRODUCTION

TILOS, The Institute for Learning-enabled Optimization
at Scale, is an NSF AI Institute partially supported by
Intel Corporation. The institute is a partnership of six
universities: UC San Diego (lead), the Massachusetts Insti-
tute of Technology, National University, the University
of Pennsylvania, the University of Texas at Austin, and
Yale University. It began operations in November 2021,
with a mission to “make impossible optimizations pos-
sible, at scale and in practice”. TILOS aims to discover
a new integration of Al, optimization, and the leading
edge of practice for three high-stakes use domains: chip
design, communication networks, and contextual robotics.

These domains collectively underpin future innovations of
information and communication technology, along with
cyberphysical systems. Advancements in these domains
critically hinge on better optimization: all these areas
involve complex engineered systems with many pieces
that need to be optimized individually and also holisti-
cally. For example, how can more circuits fit in a smaller
region on the chip while using less energy? With the
scale and complexity of these systems skyrocketing in the
modern era, the real-world optimization needs have sur-
passed the reach of traditional methods. TILOS aims to
use the power of Al to significantly accelerate optimization
in these three use domains. At the same time, optimiza-
tion is a key component of many Al frameworks: the
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FIGURE 1 Toward integration of AI/ML and optimization: four virtuous cycles in The Institute for Learning-enabled Optimization at

Scale (TILOS).

training of a deep learning neural network fundamentally
involves optimizing a highly non-convex system. Hence,
TILOS will develop innovations that can fuse AI and opti-
mization, propelling their symbiotic advancement in both
foundations and applications.

The approach proposed by TILOS is reflected in Figure 1,
which shows four virtuous cycles in the institute. First,
mutual advances of Al and optimization provide our foun-
dations. Second, the challenges of scale in practical opti-
mization contexts, alongside the scaling breakthroughs
achieved by new AI/ML and optimization methods, bind
together foundations and the use domains of chip design,
networks, and robotics. Third, the cycle of translation and
impact must steadily bring research and the leading edge
of practice closer together. Fourth, a cycle of research, edu-
cation, and broadening participation must be established
in order to grow a new Al-optimization-use nexus and its
workforce. This is an ambitious agenda for just under 30
faculty, with a similar number of Ph.D. students and post-
doctoral scholars. Thus, as TI-LOS members create these
virtuous cycles, an added mindset is required: How can we
amplify our efforts, and optimize our impacts? This mindset

shapes many basic processes, from collaboration mecha-
nisms to curriculum creation for workforce development,
to culture change (reproducibility, benchmarking, data-
sharing, etc.) across entire research communities.

FUNDAMENTAL RESEARCH

Fundamental research in TILOS is balanced across the
foundations of AI/ML and optimization, and the three use
domains.

New foundations of learning and
optimization

New, “modern” vistas for foundational research in opti-
mization have opened up in the past decade, with the
confluence of areas, emerging computational resources,
and consequences of automation. The TILOS Foundations
team, with 12 faculty from four institutions, focuses
on five core research thrusts at the interface of AI and
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optimization: (1) bridging continuous and discrete
optimization; (2) parallel, distributed and federated opti-
mization; (3) optimization on manifolds; (4) dynamic
decision-making in uncertain environments; and (5)
nonconvex optimization in deep learning. These thrusts
are respectively motivated by five aspects of the modern
context for optimization, as exemplified by our three
core use-domains: (1) continuous models and methods
are being deployed for inherently discrete problems; (2)
distributed and federated models of data storage and
algorithms are replacing centralized ones; (3) spaces
with richer geometric structures than Euclidean (e.g.,
the configuration space of an articulated robot can be
better modeled by a manifold) are increasingly used; (4)
optimization must increasingly be performed in unknown
and dynamic environments; and (5) nonconvex models
and methods are required to explain and approach modern
machine learning.

Interplay at the interface of foundations
and use

The use domains of chip design, networks, and robotics
bring diverse optimization challenges but inspire shared
solutions with commonalities such as physical embedded-
ness, hierarchical-system context, underlying graphical
models, safety, and robustness as first-class concerns, and
the bridging of human-guided and autonomous systems.
Moreover, practical optimizations in each of these domains
bring further, common challenges: (1) instances have enor-
mous scale; (2) representations and abstractions are crucial
to success; (3) objectives are hazy, particularly with multi-
stage optimizations and dynamic settings; (4) optimization
tools must provide reliability and generalization; and (5)
scaling of productivity increasingly demands new ways to
learn and optimize using modern compute fabrics.

Addressing the above challenges requires us to identify
the right representations, develop the machine learning
methods suitable for those representations, and leverage
the interplay between learning and optimization. Indeed,
representations should incorporate domain knowledge,
structure in data (e.g., low-dimensional, non-Euclidean),
as well as the mathematical structures behind the prob-
lems at hand. The right models and representations are
fundamental to optimization performance and general-
ization. As optimization is a fundamental component of
modern machine learning, while conversely learning can
help solve difficult optimization problems, we need to bet-
ter understand and leverage this close interplay, form new
connections and interactions, and co-evolve both.

For example, TILOS team members’ investigations have
advanced fundamental understanding of the capacity of

graph neural networks (GNNs) in terms of representa-
tion learning and optimization (Jegelka, 2022). Exam-
ples of these advances include articulating the precise
classes of functions that can be represented by GNNs,
studying robustness via suitable graph distances, under-
standing how to better capture long-range interactions in
large, sparse (hyper)graphs (critical for netlists in chip
design), and developing new sign- and basis-invariant
GNNs (which are crucial given the importance of mean-
ingful position encoding in graph learning). TILOS team
members are further developing more effective graph
learning and optimization models for, for example, chip
design applications (Kahng et al., 2024; Luo et al., 2024).

TILOS researchers have made fundamental progress
on non-Euclidean optimization and sampling from Rie-
mannian manifolds, providing a key step toward build-
ing the theory of computational complexity of solving
stochastic differential equations on manifolds. Other high-
lights include a new framework for continuous neural set
extensions to facilitate learning/optimization with discrete
functions, progress on first-order methods for min-max
optimization, and understanding of optimization dynam-
ics of neural networks and the convergence of stochastic
gradient descent. These are just a very small sample of
examples: references of the aforementioned results, and
many other research outcomes from TILOS can be found
at (TILOS).

Use-domain challenges

Fourteen faculty are engaged in TILOS use-domain
research: six in robotics and five each in networks and
chips, with two faculty jointly pursuing both networks and
chips research. There is no shortage of unsolved prob-
lems and challenges; indeed, the institute’s 5-year strategic
plan includes nearly 60 distinct projects across 35 research
topics.

Robotics exemplifies how AI and optimization connect
to the physical world. TILOS robotics researchers pursue
optimization and Al-based methodologies for manufac-
turing autonomous, adaptive, heterogeneous teams of
sensors, robots, and intelligent machines that can work
with humans. Key challenges include concurrency, online
processing, and minimizing the need for labeled data.
This gives rise to three major research thrusts: (1) metric,
semantic, and dynamic artificial perception in a physical
world; (2) hierarchical semantic mapping at the edge; and
(3) multi-robot perception, planning, and communication.
Current research outcomes of the institute (see e.g., publi-
cations at [TILOS]) show ties to optimization foundations
(e.g., solving continuous and discrete optimization prob-
lems at scale to facilitate perception, mapping, planning,
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communication, and  reconfiguration), networks
(autonomous networking provides the backbone for per-
ception, control, and learning in teams), and chips (hard-
ware design to support computation, communication, and
sensing on SWaP-constrained autonomous robots).

As an example, a new collaboration has been formed
between the Robotics and Foundations teams on the topic
of learning dynamics from trajectory data that respect the
underlying structure and physical laws of dynamical sys-
tems. In particular, mobile and articulated robots often
have Lie groups (viewed as a manifold) as configuration
spaces. It is therefore highly desirable to formulate learn-
ing and control of robot dynamics that evolve on Lie
groups. In a joint effort across the Robotics and Foun-
dations teams, TILOS members develop a new structure-
preserving deep learning architecture that can learn
controlled Lagrangian or Hamiltonian dynamics on Lie
groups, either from position-velocity or position-only data
(Duruisseaux et al., 2023). They are further developing safe
control synthesis methods with provable safety guarantees
for problems with uncertain dynamics and constraints.

Communication networks also depend on Al and opti-
mization, for example, for distributed optimization of a
large number of discrete and continuous variables over
nonconvex geometric structures induced by interference.
A core challenge is to manage at scale radio resources
across many devices distributed in space, with comprehen-
sion of the physics of signal propagation and information-
theoretic limits. This gives rise to three major research
thrusts: (1) multi-scale network optimization; (2) auto-
mated network fine-tuning; and (3) integration of human
experts and physics. Current research outcomes of the
institute (see e.g., publications at [TILOS]) highlight the
ties to modern optimization foundations (e.g., sequential
sampling, federated, and deep learning methods), as well
as commonalities with other use domains (e.g., physical
embeddedness, underlying graphical models) that enable
cross-disciplinary bridges.

One particular work exemplifying the collaboration
between the Networks and Foundations teams is the
deployment of federated learning in a common three-tier
IoT network architecture (Yu et al., 2023). Federated
learning of multi-agent systems has been used here in an
asynchronous setting with varying network delays, and
shown to be effective with highly heterogeneous datasets.
TILOS researchers also show their method to be highly
resilient to system heterogeneity and dropouts (Vardhan,
Ghosh, & Mazumdar, 2023; Yu et al., 2023).

Chip design brings challenges that include hierarchical-
system context, extreme cost, and sensitivity of training
data, “multi-everything” (physics, objectives) constrained
optimization, and pervasive security aspects. Given its
decades-long history as a driver of applied optimization

and automation, chip design also highlights augmenting
rather than rediscovering domain expertise, by encod-
ing expert knowledge and intuition to serve optimization
and decision-making agents. This gives rise to four major
research thrusts: (1) direct generation of layout from cir-
cuit descriptions; (2) breakthrough scaling of verification
methods; (3) quantifying the intrinsic cost of robustness
in optimization and learning, with respect to aspects such
as data anonymity, data integrity, and privacy in federated
and distributed settings; and (4) data, benchmarking, and
road mapping to improve reproducibility and relevance of
research, along with translation into real-world contexts
(Kahng, 2022). Research outcomes of the institute include
several multi-organizational collaborative efforts seen in
the TILOS organizational GitHub (TILOS Organization
GitHub), ranging from new machine learning contests to
open research enablements to breakthrough results for the
classic hypergraph partitioning optimization problem.

EDUCATION AND WORKFORCE
DEVELOPMENT

New pathways to lifelong learning for diverse students,
along with development of shareable and scalable cur-
ricula, are overarching objectives of TILOS efforts in
Education and Workforce Development. The six TILOS
institutions have a shared goal of (1) making education
in optimization, Al, computing, robotics, networking, and
chip design more accessible to a diverse group of students;
and (2) providing opportunities for those already in the
workforce to keep current with the latest developments.
These aims are well-aligned to national needs, such as the
revival of U.S. semiconductor technology leadership and
a diverse domestic workforce, per the 2022 CHIPS and
Science Act (CHIPS for America; CHIPS & Science Act,
H.R.4346).

TILOS institute members work closely with corporate
partners to understand the latter’s workforce training
needs. This guides creation of new curriculum modules,
courses, and programs for university education (both in-
person and online, undergraduate and graduate) as well as
professional certificates, tutorials, short courses, and sum-
mer camps. San Diego-based National University (NU) is a
key driver and motivating force for these efforts in TILOS.
NU is a 53-year-old, non-profit university that educates a
diverse group of students from across the U.S. with over
230,000 alumni and approximately 29,000 active students.
NU student demographics include 60% female, 38% male,
14% active-duty military, 14% veteran, and an average age
of 33 years. NU is also a Hispanic Serving Institution and
a member of the Hispanic Association of Colleges and
Universities.
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FIGURE 2
National University.

A highlight of the past 2 years has been the develop-
ment, teaching, and assessment of 20 new curriculum
modules for a new five-course AI/Optimization special-
ization in NU’s M.S. Data Science degree program (see
Figure 2). Enrollment in the specialization has increased
from 10 students in the calendar year 2022 to 21 students
in Q1 2023 to 32 students in Q2 2023, with 56% of enrolled
students being military-affiliated (veteran, retired military,
active duty, and active reserve). More recently, a deep
collaboration with Intel has enabled National University
to integrate several of Intel’s “Al for Workforce Develop-
ment” curriculum modules into newly developed courses
in the brand new B.S. Data Science degree at NU, with
concentrations in AI/ML, cybersecurity analytics, and
bioinformatics.

KNOWLEDGE TRANSFER

Recall from Figure 1 that translation at the interface
between industry and academia is the third virtuous cycle
of TILOS. TILOS has built strong ties with various indus-
tries, facilitated by events such as TILOS Industry Day.
In an idealized life cycle of translation, real-world prac-
titioners supply problems and data, researchers bridge
foundations and use domains to discover new methods,
and these results go back into the real world. Unfor-
tunately, today this picture is complicated by various
technical and cultural obstacles. In addition to the many
fruitful interactions TILOS has with our industry partners,
TILOS also aims to help mitigate, if not remove, such obsta-
cles. Four examples of obstacles to knowledge transfer and
translation, along with potential mitigations from TILOS,
are as follows.

Five courses, comprising 20 modules, in the new AI/Optimization specialization of the M.S. Data Science degree program at

(1) Relevant (real) datasets may be proprietary and shared
(if at all) only with very few researchers. TILOS
research seeks new democratizations: Can we develop
a science of “data virtual reality”, enabling the genera-
tion of shareable, proxy research data that is artificial
but indistinguishable from real from the perspective of
optimization methods and real-world practitioners? A
complementary need is to develop trusted tests for, for
example, identity leakage.

(2) Real data may be extremely scarce and expensive, for
example, a single execution of the chip design flow
may take several weeks, using tool licenses that cost
millions of dollars. The research need is to learn to
optimize with less real data, and to improve the reli-
ability of methods for data augmentation and transfer
learning.

(3) Research may be inherently irreproducible. (i) Some
fields have not yet gone through the stages of intro-
spection (Hutson, 2018) and subsequent adoption
of “papers with code” as a cultural norm. Here,
TILOS directly aims to change long-standing cultures.
A recent TILOS effort (Cheng et al., 2023; TILOS
MacroPlacement GitHub) provides new open-source
(code, data) research enablement, toward transpar-
ent assessment of a deep learning method for chip
placement. (ii) Irreproducibility may also be due to
proprietary tool scripting languages, or report and log-
file formats, which cannot be published. Here, TILOS
efforts elicited policy changes from major electronic
design automation (EDA) tool vendors during the
second half of 2022 (Junkin, 2022).

(4) Benchmarking can be forbidden by suppliers of opti-
mization software tools. At the same time, progress of
optimization methods requires a clearly illuminated
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leading edge, as even very well-studied optimiza-
tions may be far from well-solved. (For example,
the state of the art for the classic hypergraph min-
cut partitioning optimization remained static for a
quarter-century, until results last year in Bustany et al.
(2022)). The resulting challenge for both research
and culture change is to develop new principles
and mechanisms that provide a foundation for fair
benchmarking.

Through the mitigation of the above obstacles, ongoing
research, and efforts to change community culture, TILOS
aims to scale people in addition to optimization in practice,
by pioneering new democratizations, new cultural and sci-
entific or technical norms, and principled bases for looking
forward and investing resources.

CONCLUSION

Our world is at the brink of an era where Al becomes an
integral part of our daily lives, enhancing our capabilities
and shaping a brighter future for humanity. Modern chal-
lenges for optimization include helping existing systems
to learn from data and adapt to changing circumstances,
so as to achieve improved accuracy, speed, and efficiency.
In their collective pursuit of optimization in and via Al,
TILOS researchers aim to advance foundational math-
ematics and domain sciences, fueling innovation and
enabling us to unlock the full potential of AI technologies.
We invite readers to learn more at the institute website,
tilos.ai.
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