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ABSTRACT
ML for IC physical design must be deployed in order to have busi-
ness impacts. However, deployment in production must navigate
many practical considerations, including choice of targets, skillsets
and infrastructure, expectations and resources, data, and “MLOps”.
Furthermore, usage of ML is not the same as IC design practice
and capability. In this invited paper, we give perspectives on basic
strategies for selecting applications and pursuing deployment for
ML in IC physical design. Example aspects include checklists for
data and MLmodels, evaluation of model performance and progress
on the path to deployment, the shifting landscape of MLOps, and
challenges of “LLM-ability”.

CCS CONCEPTS
• Hardware → Physical design (EDA); • Computing method-
ologies → Machine learning.
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1 INTRODUCTION
In recent years, many IC design organizations have sought to ad-
dress the complexity, turnaround time and solution quality chal-
lenges of IC physical design (PD) through application of AI and
machine learning (ML) techniques [17] [23]. This has been spurred
by commercial EDA successes such as hyperparameter autotuning
[71] [79] [30], as well as ML EDA research that reports promising
results on numerous fronts [31] [43]. Prediction tasks in the litera-
ture (see [25]) span routing hotspot prediction [49], doomed run
prediction [32], and PPA prediction [12]. ML that produces helpful
design suggestions includes prediction of tool settings to improve
PPA [16], and creation of routing blockages to enhance routability
and PPA [24]. Progress on classical PD optimizations has been re-
ported for partitioning [6], clustering [33], macro placement [35],
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placement [27], timing optimization [36] and more; see [18] and
[19] for recent reviews.

Large language models (LLMs) and other generative AI (GenAI)
methods further expand the scope of possibilities [50]. Nascent
applications of GenAI models include generating testbenches [41],
summarizing and diagnosing large collections of place-and-route
runs, and assisting engineers by recalling scripts and commands [45].
These hold promise to transform workflows, automate tedious pro-
cesses, and otherwise improve efficiency in IC PD.

Despite great interest in “AI-powered design flows”, challenges
to production deployment and business impact are seen in practice.
Cross-functional teams and enterprise-wide initiatives often fall
short of desired outcomes, which begs the question: Why have
so many efforts fallen short? Relevant factors span data, skillsets,
targets, resources and more. Resourcing of data and “MLOps” is a
first-class concern, but is often an afterthought. Strategies such as
targeting incremental improvement of existing design processes,
and early wins to build organizational confidence, are also essential.

In this paper, we give some perspectives on applications and
deployment for ML in IC physical design. Our discussion spans
(i) issues surrounding data for ML, (ii) high-level principles for
deployment, (iii) basic “checklists” for data, models and use cases,
and (iv) the rapidly shifting context for MLOps and LLM-based
application development.1 In the following, Section 2 discusses
issues surrounding data in IC design. Section 3 addresses deploy-
ment of ML in PD, Section 4 discusses implications of LLM-based
approaches and “LLM-ability”, and the paper concludes in Section 5.

2 DATA
Data is a first-class, up-front concern for ML success: quality, quan-
tity and relevance of data directly influence the reliability and
performance of ML models. We now discuss the data context for
ML applications and deployment in IC PD: (i) ML data outside vs.
inside IC design; (ii) challenges such as silos and multimodality;
and (iii) the spectrum of ongoing efforts to address data challenges.

2.1 Data Outside vs. Inside IC Design
Outside of IC design, Generative AI (GenAI) [14] [15] [48] has at-
tracted enormous attention and investment. GenAI models rely
heavily on extensive datasets that support unsupervised learning,
with five principal types of data: natural language, code, images,
video and audio. Leading models can generate high-quality artifacts

1For the most part, we focus on issues and challenges that apply to the ML-boosted
use of EDA tools in IC design organizations, not the application of ML methods by
EDA researchers and tool vendors. Commercial EDA companies have achieved notable
product successes based on AI/ML integration, for tool and flow autotuning (e.g.,
Synopsys DSO.ai [79] and Cadence Cerebrus [71]), acceleration of physics simulations
(e.g., Ansys SimAI [62] and Siemens Solido [77]), layout design optimization (e.g.,
Cadence Allegro X AI [70]), and other domains. However, a review of such commercial
EDA tooling is beyond our present scope.
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across a variety of natural language [10] [48] and image process-
ing [5] applications.

As noted above, IC design and EDA have also enthusiastically
embraced GenAI across a huge range of potential contexts, e.g., cod-
ing/scripting assistance; knowledge retrieval; verification, testing
and documentation tasks; and improvement of tool runscripts [27]
[29] [56]. However, data within the IC design universe is “different”:
it includes formal specifications, hardware description language
(HDL) code, graphical representations, hierarchical data structures,
tabular data and images. Data in IC design is typically also scarce
and proprietary. Unlike more common datasets that have massive
redundancy, IC design data typically presents unique instances with
minimal repetition.

2.2 Challenges
Varied forms and scales in IC design data present challenges to
traditional data handling and analysis methods.

Generalization across modalities. Leading GenAI models [2]
[72] have strong ability to understand multiple data modes such
as natural language, code and image. However, these models have
shown limited transferability when applied to IC data. A primary
method for handling structured data is transformation into a com-
mon form of structured text, such as code and its derivatives. Thus,
constrained output specifications are expressed using formats such
as JSON or XML, rather than by enabling specialized formal rules
or design representations. As a result, IC-related data – such as
specification sheets, technical diagrams and circuit artifacts – re-
main challenging for GenAI to interpret.2 Another challenge arises
with graph-level analysis, which is ubiquitous in EDA workflows
given the underlying hypergraph representation of circuits. Today’s
leading methods in graph ML, e.g., for drug discovery or theorem
proving, typically operate independently of LLMs, and integrating
LLM-based methods with graph ML frameworks remains an open
challenge.3

Scarce and proprietary data. IC design data is costly to produce,
and high-quality public data is scarce [22] [39]. This limits oppor-
tunities to train (sharable) large-scale ML models. The proprietary
nature of IC design-related data further complicates unsupervised
learning and data ownership, and brings many legal and ethical
complexities. For example, EDA licenses prevent the upload to pub-
lic LLMs of tool outputs, as well as any sharing of benchmark results
for EDA tools. Process design kit (PDK) data, commercial library
and soft IP data, and EDA vendor data (tool documentation, logfiles,
reports, command syntax, etc.) are all unsharable, per the IP rights
assertions of companies that have spent billions developing these
technologies. Building a public IC design foundation model that
integrates leading commercial EDA tools and workflows is difficult
under current constraints, leaving the industry to balance between
protecting intellectual property and promoting innovation through
shared data and models.

2Several startups have emerged to generate generic CAD samples beyond circuits (e.g.,
for architectural, engineering drawings, etc.) [68] [76]. However, no commercially
viable product has been realized as of this writing.
3For example, AlphaFold 3 [1] employs a diffusion-based approach rather than relying
on LLMs. How LLM and graph ML approaches might be merged in practical imple-
mentations is currently unclear even in relatively well-researched domains such as
drug design, and more so for EDA applications.

Data quality. Even with large amounts of data, the development
of superior ML models is not guaranteed. Several challenges still
prevent the effective use of data in training ML. Data can become
outdated or “stale”, or incomplete in its coverage, given the rapid
evolution of IC technology, design enablements, design tools, and
product designs themselves. These gaps lead to biases and inability
to generalize. Other vulnerabilities such as data poisoning can also
degrade the reliability and performance of ML models.

2.3 Ongoing Efforts
Efforts in both academia and industry have been directed towards
building ML infrastructure and shared datasets to enhance ML re-
search and applications in IC design.These initiatives have captured
significant international attention.

Academic efforts. To overcome data scarcity, academic works
such as [47] [26] have proposed artificial netlist generators that
match characteristics of real-world designs, to enhance ML model-
ing for IC PD applications.The open-sourceOpenROAD toolchain [4]
[57] continuously updates its baselines and benchmarks, and has
been the basis of works such as [8] [52] [28] as well as multiple
academic contests. ML EDA formats, datasets and “proxy” design
enablements (e.g., [9]) to unblock ML for PD are also seen in efforts
of the IEEE CEDA DATC [7] [55]. The SLICE project [59], an out-
growth of the March 2023 NSF workshop [39], also seeks to develop
a sharable and extensible ML infrastructure toward open collabo-
ration and standardized data-sharing practices. Numerous aligned
efforts span reproducibility badge initiatives at MLCAD-2024 to a
recent “ImageNets” for EDA workshop [38].

Industry efforts. Notable industry-driven projects and collabo-
rations include the recent GT-NVIDIA contest [40], which sought
global engagement to enable LLM-assisted design automation. Si2’s
“AI/ML Schema Open Standards Working Group” (OSWG) is de-
veloping a standardized schema specification to support AI/ML
methods and advanced data analytics, enabling academia-industry
collaboration that avoids disclosure of proprietary data [58]. Google
researchers open-sourced an Ariane RISC-V core in protobuf format,
as part of “Circuit Training” [35] [53]; this enabled scaled versions
in LEF/DEF to be published [7] [60] as new PD benchmarks that
reflect sub-10nm (apparently, TSMC 7nm) process technology.

Vision: An AI flywheel. An overarching goal is to realize an “AI
Flywheel” for IC design, so as to achieve the explosive innovation
that has been created through “frictionless reproducibility” [11],
Hugging Face, and other hallmarks of the broader AI/ML domain.
In the AI Flywheel, increased participation from users will generate
more data, which in turn drives the development of superior ML
models.These improvedmodels enable the creation of more efficient
tools and high-performance chips. As better chips attract more
users, the cycle accelerates, creating a self-reinforcing loop that
continuously advances and transforms the field.

Implicit in “frictionless reproducibility”, which entails data shar-
ing, code sharing and competitive challenges [11], is benchmarking.
We note that development and use of benchmarks for ML mod-
els in IC PD will require careful consideration of relevance and
scalability. For instance, techniques validated on smaller designs,
or on older technology nodes, may not directly transfer to larger
designs or more advanced nodes. To this end, benchmarks must
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be periodically updated and diversified to reflect a broad range of
technology nodes, design complexities, and real-world scenarios.
Continuous curation is essential to ensure that ML models remain
both accurate and robust. Additionally, benchmarking should pri-
oritize representative datasets, consensus evaluation metrics, and
standardized testing protocols to facilitate meaningful comparisons
and drive progress. Fortunately, there is a groundswell of efforts –
including open and proxy design enablements, open-source tools
and open-source designs – to enable this future.

3 ML DEPLOYMENT
In this section, we begin by examining high-level strategy elements
for ML deployment in an IC design organization. We then discuss
two further aspects of ML deployment: (i) key performance indica-
tors (KPIs) and “checklists” that measure progress and systemati-
cally assess project feasibility, and (ii) machine learning operations
(MLOps) that unite ML with software and data engineering skillsets
to support deployment.

For successful deployment of ML in IC design organizations,
de-risking and building management confidence are essential. To
this end, three basic strategy elements are as follows.
• Focus on optimizing existing design processes. Examples could

include tuning synthesis knobs, leveraging netlist and flow ana-
lytics, or autotuning tool parameters – e.g., to obtain simplified
versions of commercial offerings such as Cadence Cerebrus [71]
or Synopsys DSO.ai [79]. These offer measurable improvements
while building trust in the integration of ML. Early wins or “short
ropes” can be pursued by using supervised learning and predic-
tive models in areas where domain experts already have insights
into appropriate feature sets and loss functions.

• Aim for incremental improvements (as opposed to high-risk, large-
scale methodology shifts). “Bolt-on” enhancement of existing
methodologies with ML brings less risk, as it minimizes resource
costs and allows for simpler rollbacks if needed.

• Treat data as a first-class, up-front concern – as robust data man-
agement forms the foundation for success of any ML initiative.

Beginning With the End in Mind. IC design organizations must
also understand that deploying ML at scale and in production is sub-
stantially different from developing research prototypes. An August
2022 Gartner report noted that only 54% of AI projects successfully
transit from prototype to production in organizations with some
level of AI experience [13]. It has also been estimated that over
80% of AI projects fail, which is twice the failure rate of corporate
information technology (IT) projects without AI involvement [21]
[44]. In this light, perhaps the most critical guiding principle is the
second of Covey’s “seven habits”: Begin with the end in mind.

Successful deployment of ML in IC design requires a clear under-
standing of the end-goal objectives and the key factors driving its
adoption. (i) Misunderstandings of the project’s intent and objec-
tives are among the most common reasons for failures. For example,
while GenAI tools such as chatbots and copilots have the potential
to enhance productivity, their primary role in IC design should be to
enhance design methodologies and improve heuristics, rather than
attempting to replace existing EDA flows. (ii) Successful projects
should focus on the problem to be solved instead of the technology
to be used. Since every ML approach has inherent limitations, it

is crucial to select the ML approach that best fits the problem’s
requirements, rather than simply pursuing the latest and most ad-
vanced ML innovations. (iii) ML projects need time and patience
to achieve success. Keeping the end goals in mind helps balance
the development of long-term capabilities and the pursuit of short-
term gains. (iv) A clear understanding of the ultimate goals enables
efficient allocation of limited resources to foundational infrastruc-
tures, such as cloud computing services, accelerated computing
platforms, and standardized metrics collection and design process
recording [20]. Ultimately, a well-defined vision, coupled with clear
strategic objectives and realistic expectations, is the cornerstone
for the successful deployment of ML in EDA.

3.1 KPIs and Checklists
Key Performance Indicators. KPIs enable objective assessment
and tracking of progress toward expected outcomes, and provide
feedback to help adjust ensuing project phases. Commonly used
KPIs for ML projects include [3] [81] (i) operational efficiency KPIs
(latency, error rate, accuracy rate) that measure how ML improves
business processes; (ii) customer or user satisfaction KPIs (system
latency, adoption rate, frequency of use, abandonment rate, service
quality) that measure how ML tools enhance user engagement
and satisfaction; and (iii) revenue growth KPIs (contributions to
sales) that measure AI-driven improvements to sales and marketing.
KPIs specific to ML deployment in IC design and PD teams might
include improvements in license utilization or efficiency of license
usage; number of RTL or P&R iterations achieved per week; ratio of
(automated vs. human) explorations of floorplan or timing closure
recipes; etc.
Checklists. When considering any potential ML project, feasibility
must be systematically assessed. Since ML projects are data-driven
and different ML techniques have different data requirements, a
first checklist applies to data and ML methods.
• Does the desired output follow from all the input data? Plans should

be checked for implicit assumptions and for human biases or
unjustified optimism. It can be a red flag if ML models seem to
“magically” solve complex problems (e.g., NP-hard optimizations,
partial differential equations, etc.). ML can provide approximate
solutions, but absent external function or solver calls is limited
in providing exact answers.

• Does the training data fully capture the functionality? ML models
rely on quality and diversity of training data. Uncovered corner
cases, biases in training data, distribution shifts and other factors
can degrade model performance.

• Does a given ML method work well with a given data type? For
example, LLMs handle textual information efficiently but struggle
with numerical data and graphs. Similarly, deep learning methods
may not do well with large structured and/or multiscale data.

• Is there enough training data to train a given ML model? Dif-
ferent ML approaches vary significantly in their data require-
ments. GenAI and deep RL methods are data-hungry, while
gradient-boosted decision trees (e.g., XGBoost) leverage ensem-
ble techniques to perform effectively on relatively small datasets.
Bayesian methods are also effective with limited data.

• Is there too much data for a given ML model? Overwhelming an
ML model with excessive data may reduce efficiency. Techniques
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such as Retrieval-Augmented Generation (RAG) or Mixture of
Experts can dynamically manage data and improve scalability.

• Are the model’s training speed and cost consistent with updates to
data? ML models should be updated as data changes. In the IC
design context, the retraining cost needed for adaptation to new
tools, design ECOs, updated library models or technology nodes,
etc. must be considered.

Other checklist items apply to the outputs from ML models.
• What are the comparisons to existing baselines? Making a fair com-

parison between ML methods and robust baselines is essential to
accurately measure improvement. A well-noted pitfall is the lack
of strong baselines and public, reproducible benchmarking.4

• How do output errors scale with size? For instance, an ML model
might perform well on simple designs but fail to handle designs
withmillions of instances, hundreds of macros, or tight utilization
and timing requirements.

• Must output errors be found? ML models deployed at final, signoff
stages of physical designmust detect all errors accurately to avoid
compromising the tapeout. By contrast, ML models deployed
during early design space exploration and implementation flow
steps might tolerate some inaccuracy.

• How are output errors tolerated? Different applications require
different error-handling strategies: “verify and fail,” “verify and
retry,” or hot-patching mechanisms such as hallucination correc-
tion and statistical adjustment.

• Will model outputs be consumed by people? Outputs for human
consumption should be concise, clearly confirmable as well-
formed (and correct), easy to fix, and timing-saving for human
engineers.

• Will model outputs be consumed by tools? For outputs that will
be fed directly to tools, questions such as the following arise:
(i) are there too many errors that will stop tools in their tracks
– especially in large designs?; (ii) are there efficient checkers
and correctors that handle model output errors automatically?;
and (iii) does the ML model output ultimately improve quality of
results from the design process?

By systematically checking such aspects, the deployment and eval-
uation of ML models in EDA can achieve greater robustness and
reliability, paving the way for transformative improvements in
design processes.

3.2 Machine Learning Operations
Machine Learning Operations (MLOps) integrate core ML activities
such as model development, testing, and deployment with best prac-
tices from software engineering (DevOps) and data engineering
[83]. Historically, large enterprises (Databricks, Snowflake, Ama-
zon etc.) offered end-to-end MLOps platforms that encompassed
continuous integration/delivery, advanced observability, and in-
frastructure management. Early tools such as Weights & Biases
(WandB) [82] and TensorBoard [64] played a foundational role in
establishing observability and monitoring within MLOps pipelines
that catered to the individual software engineer, beginning a trend

4This lack can lead to overestimated performance and controversy (cf. [35] [34]). The
crucial role of “code with data” (i.e., reproducibility) and benchmarking as foundations
of technical progress is highlighted in Google’s research philosophy [46] and such
influential publications as [11] [37].

towards lowering the barriers of entry and subsequent commodi-
tization. Today, the growing influence of Large Language Models
(LLMs) is driving a further shift towards commoditization, enabling
organizations of various sizes to adopt MLOps more readily. With
increasingly specialized domains such as chip design likely to incor-
porate ML-based optimizations in the future, organizations should
consider these operational principles proactively. To guide such
integration, the following checklist highlights key considerations
for introducing MLOps practices into chip design environments.
• How will data be archived from runs? Determine whether data

should be archived per-run (streaming) or in larger aggregated
batches.

• What elements of run data? Identify which logs, scripts, reports,
and collaterals are essential to retain.

• How to manage the lifecycle of design data, or the model store?
Establish policies for creating, updating, and deprecating stored
models and relevant datasets.

• Who creates VectorDBs (for RAG) and fine-tuned models – and
when? Clearly define team responsibilities and timelines for cre-
ating and maintaining these resources.

• Where is the compute? Consider data volume, privacy, latency, and
overall complexity when selecting on-premise or cloud resources.

How do LLMs aid commoditization? As LLM-based services
come to the fore, a new paradigm emerges – LLMOps [42]. Funda-
mentally, deploying a LLM via API is a much more lightweight pro-
cess than training, fine-tuning, validating and deploying a classical
ML model, requiring much less Ops-level expertise. What remains
is observability, middleware integration, error tracking and so forth,
all of which is now being commoditized under LLMOps. Service
providers such as OpenAI handle routing, batching, and load bal-
ancing, while newer tools such as LangSmith [63] streamline the
creation and maintenance of LLM-centric workflows.The combined
effect is that formerly enterprise-only capabilities, ranging from
continuous integration/delivery to comprehensive observability,
have become more widely accessible. By offloading substantial op-
erational burdens to external platforms, organizations can reduce
infrastructure requirements and accelerate ML adoption without
incurring the overheads once needed to stand up full-scale MLOps
environments. This commoditization is heightened by plugins such
as LiteLLM [65] that build atop existing pipelines, e.g., those from
OpenAI or Databricks. The relatively low prices of LLMOps have a
knock-on effect on pricing of other MLOps tools.

The commoditization of MLOps has fostered a more level com-
petitive landscape. Platforms such as DataDog [74] and enterprise-
grade frameworks such as MLflow (Databricks) and SageMaker
(Amazon) have begun to incorporate advanced LLM features. As a
result, smaller organizations that could not previously afford the
complexity and cost of robust ML infrastructures can now piece
together leaner, modular solutions from both newer entrants (e.g.,
LangSmith, DataDog) and older established solutions (e.g., Ama-
zon). ML-driven innovation and experimentation are thus more
accessible to smaller enterprises, including both MLOps vendors
and customers. Now, a broader range of entities – including those in
the IC design ecosystem – can leverage state-of-the-art ML method-
ologies for improved latency, robustness and observability at lower
operational thresholds.



Use Cases and Deployment of ML in IC Physical Design ASPDAC ’25, January 20–23, 2025, Tokyo, Japan

Despite the overall positive economic effects of LLM develop-
ment and LLMOps on the MLOps sector, it is not straightforward
to merge LLMOps with IC design and EDA. LLMOps tools are ulti-
mately specialized for a particular ML paradigm – that of LLMs. As
we discuss next, it is still not clear how to integrate the most cut-
ting edge LLM agents with EDA codebases and create cross-domain
deployments that bridge IC design and LLMs.

4 CHALLENGES FOR LLM DEPLOYMENT
Over the past two years, approaches based on LLMs have exerted a
substantial influence on software engineering workflows, yielding
a diversity of automated tools that assist human developers. Code
completion, type checking, and debugging represent common use
cases. GitHub Copilot [85], along with recently emerged startups
such as Magic [80], Anysphere [67], and Cognition [84] (all attain-
ing valuations exceeding one billion dollars), has introduced LLM-
based solutions that operate at varying levels of granularity. For
instance, Cognition’s agent “Devin” can generate comprehensive
pull requests from scratch, request clarification from the developer,
execute intermediate analyses through shell or browser-based runs
for debugging, and devise longer-term development plans. In con-
trast, tools such as Copilot and Cursor [73] (from Anysphere) focus
primarily on smaller, more precise modifications (e.g., debugging,
completion of isolated code segments). Intermediate-scale players
such as Supermaven [86] (now integrated into Anysphere) and
Aider [61] occupy positions between these two extremes. How-
ever, the deployment of LLMs in EDA software is difficult. We now
expound on the various obstacles, arising from codebase-level ar-
chitectural differences, that give rise to these issues and make LLMs
less than ideal for EDA at the moment.

4.1 LLM × EDA: Software Engineering Issues
LLM-driven models exhibit their strongest performance in widely
prevalent programming languages (e.g., Python, React) and in con-
texts where structure is standardized and broadly observed across
codebases. They rely heavily on canonicalized structural representa-
tions, such as JSON-mode or XML-based outputs. Deviations from
such established formats introduce rapid error propagation. For
example, even rendering LaTeX, with its more stringent formal
syntax and less JSON-like structure, presents increased difficulty
for LLMs. Similarly, one may define the “depth” of a JSON object
as the maximum hierarchical level at which a leaf node resides.
LLMs characteristically favor “shallower” structures, and when op-
erating at scale—spanning large codebases—they generally fail to
maintain reliable performance. Current mainstream LLM agents
perform best on loosely typed, medium-scale monorepositories
comprising at most two widely adopted languages in a common
stack (e.g., a MERN stack), and they particularly struggle when
asked to handle extended reasoning chains across an entire, more
complex codebase.

This scenario, when applied to EDA codebases, effectively forms
a near-complete “anti-endorsement” for the use of LLMs in that
domain. State-of-the-art EDA tools, whether from Cadence or Syn-
opsys, remain closed-source. The LLM cannot inspect underlying
source code to diagnose errors, undermining the established LLM-
based debugging paradigm that relies on source-level observability.

The notion of a “hybrid” action-observation workflow – iteratively
modifying source code and then observing the resulting behavior
in a fully transparent repository – is thus obstructed. Modeling
proprietary EDA tools as black-box APIs might appear viable, but
in practice these tools differ significantly from standard web-based
APIs in their payload structures, response latencies, and computa-
tional overheads.

Considering an open-source alternative such as OpenROAD does
not fully resolve these issues. OpenROAD is predominantly writ-
ten in C++ with TCL and some Python as extension (scripting)
languages, for a Verilog-to-GDSII (or, -routed DEF) use domain.
Although the TCL scripts constitute a small fraction of the code-
base’s lines of code, they exert substantial influence on the work-
flow’s execution.This structural configuration is atypical and differs
markedly from the software environments upon which LLMs are
predominantly trained. Neither Verilog nor TCL shares the same
order-of-magnitude popularity as more conventional languages
found in widely available training corpora.5 Errors in the Open-
ROAD flow (ORFS) may originate from virtually any point in the
repository.

Besides, in contrast to a webserver’s APIs, which are often neatly
modularized, EDA toolflows are complex and highly interdependent.
Disrupting any stage of the RTL-to-GDSII flow – ranging from
synthesis through detailed routing – may cause failures. Unlike in a
setting such as React, where incremental changes yield immediate
feedback and can be traced to a specific offending line using built-
in browser tooling, OpenROAD errors often surface as terminal
messages devoid of clear causality. Worse, the flow can fail silently,
producing a final circuit that meets completion criteria but exhibits
suboptimal Power, Performance, and Area (PPA) metrics. Such
silent failures are rare in typical software development and, when
present, are generally easier to diagnose. (We note that making any
analogous commentary on commercial EDA tools is prohibited by
terms of their license agreements.)

4.2 Challenges from EDA Flows
The current EDA flows present several obstacles to the adoption of
LLMs at scale. First, the complexity of EDA output formats poses
great challenges for LLMs. The structural requirements inherent
in EDA workflows greatly surpass the relatively simple adherence
to JSON-based formats. LLMs, which already struggle with deeply
nested JSON outputs, currently lack foundation models for more
complex data forms such as hypergraphs (i.e., circuit netlists). Such
representational gaps severely limit the applicability of LLM-based
methods in IC design and EDA contexts.

Second, tool latencies and iterations seen in EDA flows substan-
tially diminish the practicality of LLM-driven copilot techniques.
Consider, for example, Cognition’s Devin operating on a front-
end repository using React: it might request clarification from the
human expert every five minutes, with each cycle yielding mean-
ingful progress. An LLM-based EDA agent, by contrast, may need
to wait anywhere from minutes to days for observable results of its
source code-level changes – and then decide whether the results

5While RTL copilots are being developed (e.g., Silimate [78]), achieving robust and
generalizable performance may be challenging.
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require clarification. Such prolonged and variable iteration cycles
are frustrating impediments to development.

Third, Devin and other LLM-based agents will also struggle
when confronted with code dispersed across multiple reposito-
ries or when incorporating unknown black-box tools – but such
scenarios are pervasive in IC design and EDA. The introduction
of a new Process Design Kit (PDK) or design database can be as
disruptive as adding a new framework, a scenario for which current
LLM agents are ill-prepared. Finally, the ecosystem of EDA and IC
design relies heavily on manuals and siloed documentation formats,
rather than the docstrings and inline comments that are standard
in modern software engineering practices.

State of Play. As of late 2024, integrating LLMs with EDA remains
challenging both technically and culturally. Technical barriers in-
clude incompatible data formats, lack of standard code structures,
and the monolithic nature of EDA repositories, which differ greatly
from the microservices-driven architecture of modern software
engineering. The absence of modularity and composable APIs (cf.
the “Bezos API mandate”) further complicates LLM applications in
EDA.

In software engineering, modular APIs and microservices enable
developers to quickly integrate and scale systems. Frameworks
such as React and Python packages simplify development, while
backend tasks can be outsourced to services such as Firebase [75].
Projects often start with minimal capital, sometimes as open-source
hobby efforts, and grow through subscriptions. Generous startup
credits provide millions in free resources, reinforcing a flywheel of
open-source contributions and economic incentives.This ecosystem
attracts a diverse range of participants, including outsiders such
as finance professionals turned entrepreneurs. EDA, in contrast,
operates with monolithic, tightly coupled frameworks that lack
modularity or open standards. It demands high capital investment,
functions in oligopolistic markets, and provides few opportunities
for entry. This cultural and economic disparity creates significant
hurdles, resulting in technical complexity and “culture shock” for
ML engineers accustomed to the agility of web-oriented develop-
ment environments.

5 CONCLUSIONS
In this paper, we have presented several perspectives on applica-
tion selection and deployment of ML in IC physical design. Despite
some progress in recent years, the adoption of AI/ML in production
remains limited. We outline the challenges inherent in IC design
data, along with ongoing efforts to mitigate these challenges. Our
discussion includes high-level precepts for successful deployment
of AI/ML in IC design, e.g., “begin with the end in mind”; the use of
well-chosen KPIs to assess and track progress; and basic “checklists”
for effective ML deployment. We furthermore discuss potential chal-
lenges and opportunities for LLM-enhanced EDA and IC design
methods, where integrating software and data engineering prac-
tices such as MLOps and LLMOps can automate and standardize
processes across the ML lifecycle.

Through replication of the “AI flywheel” and culture of friction-
less reproducibility seen in the broad AI/ML community [11], the
IC design and EDA ecosystem has the potential to break free from

its constraints, enabling seamless ML integration. Unified frame-
works, analogous to PyTorch or TensorFlow, could promote modu-
lar, reusable workflows and move away from monolithic codebases.
Standardized benchmarks, such as the recent “ImageNets” for EDA
[38] effort, would provide better progress metrics and encourage
rapid experimentation. Open-source datasets and models, coupled
with user-friendly tools, could lower entry barriers and potentially
reduce reliance on proprietary data. Beyond technical innovations,
cultural shifts toward openness and collaboration will bridge gaps
between EDA and ML experts, driving the field forward. While an
“AI singularity” for EDA is likely years away, advances that the
community can anticipate include (i) AI agents boosting engineer-
ing productivity, and (ii) AI agents learning from human-driven
innovations to optimize design processes.
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