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ABSTRACT

Static Random-Access Memory (SRAM) is a key component of modern systems-on-chip (SOCs), appearing in on-chip cache memories, FIFOs, and register files. Increasingly, modern SOCs embed more memory hierarchies and various modules which require on-chip memory accesses due to the high cost of off-chip memory accesses, and the lower power density of memory fabrics that helps reduce need for “dark silicon”. For such memory-dominated chips, the product specification and electronic device designers will focus on the maximum power consumption across all power usage scenarios, where a portion of memories are active and others are turned off by clock/power gates. In this work, we introduce and study $k$-active dynamic power minimization in bounded-skew trees, where we seek to minimize the maximum dynamic power consumption when at most $k$ clock sinks are active. The sizes of SRAM blocks and the SOC die, relative to buffer distances in advanced nodes, effectively linearize clock power and wirelength of clock subtrees. We can therefore apply an extension of a flow-based ILP for bounded-skew Steiner tree construction, introduced at SLIP-2018 [1]. We also introduce and study $k$-consecutive-active dynamic power minimization in scenarios where only consecutively-indexed clock sinks can be active simultaneously. Further, we demonstrate how non-uniform underlying grids enable the ILP to more flexibly capture locations of terminals of trees. Finally, we study the potential tree cost reduction benefit of flexible clock source locations rather than fixed source locations. Our experimental results give new insight into the tradeoff of maximum $k$-(consecutive)-active dynamic power and wirelength, and of skew and wirelength.
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1 INTRODUCTION

Static Random-Access Memory (SRAM) is a key component of modern systems-on-chip (SOCs), as a result of several inexorable trends. Firstly, off-chip memory accesses entail long latencies and large energy consumption. Thus, modern SOCs have larger memory hierarchies and integrate more modules, trading away high-cost off-chip memory accesses for lower-cost on-chip memory accesses. For example, microcontroller units contain multiple “masters”, such as central processing units (CPUs), memory protection units (MPUs), floating-point processing units (FPUs), digital signal processors (DSPs), etc. More than one of these masters may access memory components simultaneously in many applications. Secondly, the lower power density of memory fabrics can help reduce a need for “dark silicon”. Lastly, even as advanced technology nodes are aggressively scaled down, SRAM scaling has been slower than other (logic) scaling: device scaling (e.g., to single-fin transistors in 6T bitcells) causes susceptibility to variations and read/write instability [26]. Due to these trends, as well as emergence of new chip architectures for AI and machine learning, the area occupied by SRAM blocks now commonly approaches or exceeds 60% of the total die area in modern SOCs [13].

Figure 1 shows a die shot of a recent SOC product in the mobile application processor space. The reference [28] notes that the width and height of the SOC is around 9mm, and that there is significantly more memory content relative to the previous-generation product.

$k$-Active Clock Power Minimization

Low-power design, always a significant challenge, becomes more important in modern SOCs. Clock distribution is an important aspect of any low-power methodology. And, reducing the power consumed by clock distribution to SRAMs is a growing concern in memory-dominant designs. Figure 2 shows a “cartoon” view of a memory-dominant SOC floorplan and a tree structure for clock distribution; the figure captures the physical design challenges of clock distribution to memory blocks. The figure also shows a motivation for our proposed $k$-active dynamic power minimization problem formulation.

With memory-dominant designs, memory clusters (sometimes referred to as “banks”) are defined by designers; SRAM instances in the same cluster are placed close together at the floorplan stage (four memories in a single cluster are highlighted in Figure 2). Importantly, in many low-power SOC products, the product specification guaranteed to OEM customers and other electronic product designers will focus on the maximum power consumption across all power usage scenarios wherein a portion of memories is “active”
Linearize the calculation of clock power and buffered RC delay for \( k \)-active sinks. We remove unrealistic power usage scenarios which overconstrain the optimization and result in suboptimal clock tree constructions. We thus introduce the \( k \)-consecutive-active dynamic power minimization problem which simplifies constraints in our ILP formulation, since only sinks that are physically close can be active simultaneously. In our study below, we index clock sinks (SRAM clusters) based on geometric information, and establish \( k \)-active power constraints only for groups of \( k \) active sinks that have consecutive indices. We formulate this problem in Section 3.3.

Flow-Based Integer Linear Programs (ILP) for Bounded-Skew Tree. In the recent work of [1], the authors propose a flow-based ILP formulation to find optimal (spanning and Steiner) trees, given locations of clock source, sinks and skew constraints. We review the work in detail in Section 3.1. We build on the work to address the \( k \)-active and \( k \)-consecutive-active dynamic power minimization problems. We also apply non-uniform grids to the previous ILP to obtain better results which more closely reflect routing channels in the SOC floorplan, and locations of memories. Finally, we study a scenario where we seek the optimal location of a flexible clock source rather than a fixed clock source; we show how to generally formulate the ILP for optimal tree construction when there are flexible and/or forbidden locations for the clock source. We discuss non-uniform grids and flexible or forbidden clock source locations in Sections 3.4 and 3.5, respectively.

The remainder of this paper is organized as follows. Section 2 summarizes related previous works. Section 3 describes our main problem formulation and its several variants. Section 4 describes the setup and results for our experiments. We conclude in Section 5.

2 RELATED WORK
In this section, we review previous related works. Since we address power minimization problems for clock tree constructions, we first review the literature for zero-skew tree (ZST) and bounded-skew tree (BST) constructions problems for clock trees. We also note several example approaches for low-power buffered clock tree construction in physical design.

Zero-Skew Tree (ZST) and Bounded-Skew Tree (BST) Construction. [4] [5] [12] [16] propose deferred-merge embedding (DME)-based zero-skew tree (ZST) constructions which subsequently became the foundation of many works for the bounded-skew tree construction problem. The works [9] [15] [17] address the bounded-skew Steiner tree construction problem with heuristic approaches. [7] uses hierarchical clustering for the ZST problem with dynamic programming. [21] proposes approximation algorithms for ZST and BST. Another part of the literature addresses optimal or approximate rectilinear Steiner minimal tree (RSMT) constructions. [2] proposes ILP (set covering) formulations to find a Steiner tree given a set of terminals and designated Steiner points. Other works [18] finds optimal Steiner trees with specified topology satisfying lower and upper pathlength bounds, using linear programming. [20] proposes exact algorithms to find Steiner trees based on mathematical programming and dynamic programming. [8] proposes FLUTE, a fast lookup table-based RSMT algorithm. FLUTE is optimal when the number of terminals is less than ten, and for the
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range of practical instance sizes offers an extremely competitive runtime-quality tradeoff point for the RSMT problem. [1] studies the skew-cost tradeoff and suboptimality in previous interconnect tree constructions, and proposes an optimal flow-based ILP approach. **Low-Power Buffered Clock Tree.** Many works have been proposed to minimize clock power in physical design. In some situations, considering only wirelengths in clock trees as a proxy for cost (power) is not enough for real-world designs due to buffers on interconnects. [19] addresses buffered clock power minimization by proposing an algorithm to design a tree topology and simultaneously insert buffers. [11] proposes a methodology for power-aware clock tree planning, named LFPClock, which constructs clock trees heuristically and inserts clock gating cells to minimize clock power. [6] proposes a heuristic approach to construct a low-power zero-skew clock network by buffer and clock gate insertions, given terminal locations and activity information. By contrast, in this work, we focus on clock tree constructions in memory-dominant SOC designs. By considering SRAM blocks, SOC die sizes and buffer distances in advanced nodes, we observe that both the clock power and the signal propagation delay in clock subtrees can be modeled as linear phenomena.

We are not aware of previous works that study minimization of subtrees across subsets of $k$ sinks. Below, we point out that traditional bounded-skew or skew-wirelength tradeoffs do not directly address this new objective. On the other hand, directly minimizing the cost of $k$-sink clock subtrees in memory-dominant SOC designs dimensions can reduce clock distribution power in actual operation of IC products. Our work can provide guidance for clock distribution in such designs.

### 3 PROBLEM FORMULATION

In this section, we describe our problem formulation. First, we propose to model the $k$-active dynamic power minimization problem. Second, we formulate the $k$-consecutive-active dynamic power minimization problem. Third, we incorporate non-uniform grids into the ILP formulation to more flexibly reflect clock source and sink locations. Last, we propose both flexible and forbidden clock source locations to further guide the choice of optimal clock source locations for reduced tree cost and/or subject to layout constraints. Table 1 shows the notations that we use in what follows.

#### Table 1: Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>$i^{th}$ terminal ($p_1$ $∈$ $P$; $p_1$ is a root (source))</td>
</tr>
<tr>
<td>$u$</td>
<td>$i^{th}$ vertex ($u$ $∈$ $V$; $P$ $⊆$ $V$)</td>
</tr>
<tr>
<td>$w_{uv}$</td>
<td>undirected edge from vertex $u$ to vertex $v$ ($w_{uv}$ $∈$ $E$)</td>
</tr>
<tr>
<td>$e_{uv}$</td>
<td>0-1 indicator of whether $e_{uv}$ is in a tree $T$</td>
</tr>
<tr>
<td>$r_{uv}$</td>
<td>0-1 indicator of whether the flow to $p_j$ goes through $e_{uv}$</td>
</tr>
<tr>
<td>$a_u$</td>
<td>pathlength at $u$ along unique $p_1$-$p_j$ path</td>
</tr>
<tr>
<td>$S_{ij}$</td>
<td>pathlength of $i^{th}$-$j^{th}$ path from source $p_1$</td>
</tr>
<tr>
<td>$L$</td>
<td>lower bound on pathlength from source $p_1$</td>
</tr>
<tr>
<td>$f_j$</td>
<td>length of $j^{th}$ path of $p_1$-$p_j$ path</td>
</tr>
<tr>
<td>$f_{uv}$</td>
<td>length of the longest source-to-sink path ($p_1$-$p_j$) subject to $p_1$-$p_j$ path</td>
</tr>
<tr>
<td>$M$</td>
<td>a large constant</td>
</tr>
</tbody>
</table>

#### 3.1 Review of the ILP Formulation of [1]

We now review the ILP formulation for optimal bounded-skew spanning and Steiner tree construction in the work [1]. Let $x_i$ and $y_i$ be coordinates of terminal $p_i$ in the Manhattan plane. $P$ denotes a set of terminals $p_i$ over which a tree is to be constructed, where $i = \{1, 2, ..., |P|\}$. By convention, $p_1$ is a root (source) of the tree and the other terminals are leaves (sinks). A graph $G = (V, E)$ is constructed which includes terminals in $P$ along with the Hanan grid [14] and additional half-integer grids (centered lines) between the predefined Hanan grids. Every point at the intersection of two gridlines corresponds to a vertex $v_i \in V$, and directed edges $e_{uv}$ from vertex $u$ to vertex $v$ are defined where $v_u$ and $v_w$ are neighboring vertices in the grid. Thus, each vertex $v_i$ can have up to four incoming edges and four outgoing edges. The objective is to minimize the total cost of edges (i.e., total wirelength) in the constructed tree $T$.

**Minimize:** $\sum_{u,w} \lambda_{uw} w_{uw}$

**Subject to:**

$$\lambda_{uw} \geq f_{uw}' \forall p_i \in P, e_{uw} \in E$$

$$\sum_u f_{uw} - \sum_w f_{uw}' = \begin{cases} 1 & \text{if } \lambda_{uw} = 1, v_i, v_u \in V, p_i \in P, i \neq 1 \\ 0 & \text{otherwise} \end{cases}$$

$$\sum_{u,w} c_{uw} \cdot f_{uw}' \geq L, \forall p_i \in P, i \neq 1$$

$$\sum_{u,w} c_{uw} \cdot f_{uw} \leq L + B, \forall p_i \in P, i \neq 1$$

Given a set of terminals $P$ including source $p_1$, and pathlength lower and upper bounds $L$ and $L + B$, where $B$ is a skew bound, the ILP finds a spanning or Steiner tree over $P$ that satisfies the pathlength bounds while minimizing $\sum_{u,w} \lambda_{uw} c_{uw} f_{uw}'$.

$f_{uw}'$ denotes a binary indicator of whether the flow to $p_i$ goes through $e_{uw}$.

**Constraint (1)** enforces $\lambda_{uw} = 1$ when any flow goes through $e_{uw}$. **Constraint (2)** enforces flow conservation at all vertices except for the source (where the outgoing flow exceeds the incoming flow by the number of sinks) and any sink (where the sum of incoming flow exceeds the outgoing flow by one).

Skew bounds are enforced by Constraints (3) and (4), which apply the lower bound ($L$) and the upper bound ($L + B$) to each source-to-sink pathlength.

$$d_u^l = 0 \text{ if } \lambda_{uw} = 1, v_i, v_u \in V, p_i \in P, i \neq 1$$

$$d_u^l \leq L \text{ if } \lambda_{uw} = 1, v_i, v_u \in V, p_i \in P, i \neq 1$$

$$d_u^l \leq L + B \text{ otherwise } \forall p_i \in P, i \neq 1$$

$$d_u^l = M \cdot (1 - f_{uw}') \leq d_u^l + c_{uw}, v_i, v_u \in V, u \neq p_i, v_i, v_u \in V, p_i \in P$$

Constraints (5) to (7) prevent cycles in the output, i.e., they enforce a tree solution topology. Without these constraints, cycles can be introduced by detouring to satisfy skew constraints. To avoid cycles, we define a variable $d_u^l$, which denotes pathlength from the source to vertex $v_u$ for a path to sink $p_i$. For Constraint (5), the pathlength is zero when vertex $v_u$ is the source. The pathlength must be maintained between lower and upper bounds for any vertices. Constraints (6) and (7) are added for pathlength $d_u^l$. When $f_{uw}' = 1$, a pathlength increases by the edge cost $c_{uw}$, which means that $d_u^l$ will be infinite in the presence of a cycle, and will not satisfy Constraint (5).

$$\text{if } m_{1u} + m_{ui} > L + B, v_u, v_i \in V, u \neq 1, ..., |P|, p_i \in P$$

$$f_{uw}' = 0, f_{uw} = 0, v_u, v_i \in V, c_{uw} \in E$$

$$\text{if } m_{1u} + m_{ui} + m_{ui}' > L + B \text{ and } m_{1u}' + m_{1u} + m_{ui} > L + B$$

$$f_{uw} + f_{uw}' = 1, f_{uw} + f_{uw}' = 1, v_u, v_i \in V, c_{uw} \in E$$

$$f_{uw} + f_{uw}' = 1, f_{uw} + f_{uw}' = 1, v_u, v_i \in V, c_{uw} \in E$$

**In the work of [1], optimal spanning and Steiner trees are constructed on Hanan grids or half-integer grids.**
We extend the approach of [1] to address \( k \) we say that the \( k \)-subsets of \( S \) and \( p \) of sinks. Based on the principle of inclusion-exclusion, we can extend to \( k \) the weighted sum of total cost of edges in an output tree \( T \). Our objective function and constraints can be formulated as follows.

Our objective function is to minimize the weighted sum of edge costs in an output tree \( T \) and the maximum \( k \)-active dynamic power, \( PMax(k) \), to be the maximum \( k \)-active dynamic power over all \( k \)-subsets of \( \{ p_2, \ldots, p|P| \} \). Thus, our objective function and constraints can be formulated as follows.

Minimize: \[ \sum_{u,w} \lambda_{uw} \cdot c_{uw} + \alpha \cdot PMax(1) + \beta \cdot PMax(2) \]

Given a set of terminals \( P \) including source \( p_1 \), pathlength bounds \( L \) and \( L+8 \), and parameters \( \alpha \) and \( \beta \), we construct a Steiner tree over \( P \) that satisfies the pathlength bounds while minimizing \( \sum_{u,w} \lambda_{uw} \cdot c_{uw} \). The first term of the objective function is the total cost of the edges. \( \lambda_{uw} = 1 \) when edge \( e_{uw} \) is included in the output tree \( T \). The second and third terms are the weighted \( k \)-active dynamic power where \( k = 1, 2 \) respectively. Based on the principle of inclusion-exclusion, we can extend to any \( k \)-active costs from \( k = 1 \) and \( k = 2 \), at the cost of additional wirelength summation terms and constraints that govern \( k \)-tuples of sinks.

\[
\begin{align*}
S_1 & \leq PMax(1), \forall p_1 \in P \\
S_{ij} & \leq PMax(2), \forall p_i, p_j \in P \\
\sum_{u,w} c_{uw} \cdot f_{uw}^i & \leq S_i, \forall p_i \in P \\
S_1 + S_j - C_{ij} & \leq S_{ij}, \forall p_i, p_j \in P \\
2 \cdot f_{uw}^i & \leq f_{uw}^i + f_{uw}^j \\
\sum_{u,w} c_{uw} \cdot f_{uw}^i & = C_{ij}, \forall p_i, p_j \in P
\end{align*}
\]

Constraints (11) to (16) are added for the \( PMax(k) \) computation. In Constraint (11), \( S_i \) denotes a pathlength from the source \( p_1 \) to sink \( p_i \) and \( PMax(1) \) denotes the maximum pathlength among all \( S_i \). In Constraint (12), \( S_{ij} \) denotes a length of a source-sinks \( (p_i \) and \( p_j \)) subtree and \( PMax(2) \) denotes the longest pathlength for the subtrees. Constraint (13) computes pathlength \( S_i \) from \( p_1 \) to \( p_i \). In Constraint (14), \( C_{ij} \) is the common pathlength between the source-to-sink paths for \( p_i \) and \( p_j \). The constraint is therefore with respect to the total edge length of a source-to-two-sinks \( (p_i \) and \( p_j \)) subtree. In Constraint (15), a new flow variable \( f_{uw}^i \) is defined, which indicates whether edge \( e_{uw} \) is common to both of the source-to-sink paths to \( p_i \) and \( p_j \). Constraint (16) computes common pathlength \( C_{ij} \) for sinks \( p_i \) and \( p_j \).

### 3.3 \( k \)-Consecutive-Active Dynamic Power Minimization

In this subsection, we describe a \( k \)-consecutive-active dynamic power minimization problem. With this variant formulation, we capture locality of simultaneous memory accesses, and can thus relax constraints for unrealistic power usage scenarios which over-constrain the optimization.

In our study, we index clock sinks based on geometric information and consider locality according to adjacent indices. We treat the clock source as the origin, and associate each clock sink with its theta angle with respect to this origin. Sinks are indexed (in counterclockwise order) by theta angle.

We do not add new constraints to the ILP. Instead, we replace four constraints with the following:

\[
\begin{align*}
S_{1,i+1} & \leq PMax(2), \forall p_i, p_{i+1} \in P \\
S_i + S_{i+1} - C_{i,i+1} & \leq S_{i+1}, \forall p_i, p_{i+1} \in P \\
2 \cdot f_{uw}^i & \leq f_{uw}^1 + f_{uw}^i \\
\sum_{u,w} c_{uw} \cdot f_{uw}^i & = C_{i,i+1}, \forall p_i, p_{i+1} \in P
\end{align*}
\]

For the \( k \)-consecutive-active dynamic power minimization problem, Constraints (17), (18), (19) and (20) replace Constraints (12), (14), (15) and (16) given in Section 3.2. In this way, constraints from the original \( k \)-active dynamic power minimization problem are relaxed for the \( k \)-consecutive-active dynamic power minimization problem. Instead of addressing all possible combinations of \( k \) sinks, the relaxed constraints only address local groups of \( k \) sinks.

### 3.4 Non-uniform Grid

In this subsection, we demonstrate how non-uniform underlying grids enable the ILP to more flexibly capture locations of terminals and available routing resources in the Steiner tree construction. A non-uniform grid is created for a given floorplan and macro (SRAM) placement.\(^3\) We consider channels between macros as well as clock pin locations (or midpoints of macros in clusters) of macros in our non-uniform grids; in the limiting case, the grid can be said to approach a channel intersection graph\(^4\). Removal of unusable edges in the grid can make the problem sparser and improve ILP runtimes.

Figure 3 shows uniform and non-uniform grids on an example floorplan from a RISC-V based design.\(^5\) Figure 3(a) shows uniform grids with locations of terminals. Note that we would like to accurately capture the locations of clock pins (terminals) on SRAMs. However, in a uniform grid these locations must be snapped to nearest grid intersections. This causes a discrepancy between desired terminal locations and the terminal locations actually used on the underlying uniform grids, leading to suboptimal tree solutions. On the other hand, Figure 3(b) shows a non-uniform grid based on the macro channels and clock source locations, with removal of unusable grids where terminals are not located. Figure 3(c) shows non-uniform grids after removing unusable grids. In this way, we can use desired terminal locations of clock pins for our tree construction and have more flexibility of terminal locations without adding more complexity to the ILP.

\(^{3}\) As in [1], a graph is constructed based on the Hanan grid and additional centered lines between the predefined grids.

\(^{4}\) We synthesize nilefists of SwrV wrapper design [27] [30] using [29], and perform place-and-route using [22], in a foundry 14nm FinFET enablement. We perform macro placement by using [22] and manually adjust the macro placement. The design has 28 macros and 7k standard-cell instances.
3.5 Flexible or Forbidden Clock Source Location

Given fixed locations of a clock source and sinks, we find an optimal solution to minimize costs while skew constraints are satisfied. However, in real designs, we might be able to move a clock source location unless fixed locations are hard constraints. For example, if a clock generator is placed and fixed at a specific area or pin assignments for top-level implementations are given, we cannot move the clock source location. Otherwise, we can achieve better tree solutions by moving clock source locations. To this end, we describe enablement of flexible clock source locations.

To allow all vertices (except sinks) to be sources, we define a clock source at a new virtual vertex $v_0$. In the graph $G = (V, E)$ constructed according to Section 3.2, we add virtual edges from the virtual vertex $v_0$ to every vertex $v_i$. Thus, each vertex $v_i$ has up to five incoming edges and four outgoing edges. We then set the cost of each virtual edge to zero. The vertex that ends up connected to the virtual vertex through a virtual edge becomes the actual clock source. We define two constraints for flexible clock source locations, as follows.

$$\sum_{u \in V} \lambda_{0u} = 1, \forall e_{0u} \in E$$  \hspace{1cm} (21)

$$\lambda_{0u} = 0, \forall e_{iu} = v_i, p_i \in P, i \neq 1$$  \hspace{1cm} (22)

Constraint (21) ensures that only one virtual edge is used in tree solution $T$. Constraint (22) is to avoid flows from a virtual vertex (clock source) to any sinks with zero cost.

Figure 4 shows example trees ($|P| = 12$) with a fixed clock source and a movable clock source. Figure 4(a) shows an optimal tree with the fixed clock source at $(3, 5.6)$. The total wirelength of the tree solution is 25.6 when lower bound $L = 3.44$ and upper bound $L + B = 8.6$. In this example, we set $\alpha = 1.6, \beta = 0.5$ in the weighted sum of total wirelength and $k$-active dynamic power. Given a virtual clock source, the tree solution in (b) makes a connection from the virtual source to the vertex at $(2.4, 3)$, which becomes the actual clock source. Figure 4(c) shows a combined tree with the tree from Figure 4(b) and the original clock source location from Figure 4(a). As seen in the data table of Figure 4, the tree of Figure 4(c) has larger cost than the tree of Figure 4(a), as we expect (tree (a) is optimal for this particular source location).

On the other hand, even if clock sources can be flexibly moved, they might not be placeable at certain locations due to geometric constraints. To address this, the ILP can be modified to reflect a “forbidden area” wherein clock sources cannot be placed. The following constraint is added to define the forbidden area for clock sources.

$$\lambda_{0u} = 0, \forall v_u \in V_r,$$  \hspace{1cm} (23)

Constraint (23) prevents connections from the virtual edge to any vertices within a given forbidden area, where $V_r$ denotes the set of vertices in the forbidden area. Figure 4(d) shows an example tree with flexible clock source locations and a forbidden area for the source. In this example, we set the forbidden area to be $2 \leq x \leq 4.2, 4 \leq y \leq 4$ – e.g., reflecting a situation where clock pins or clock generator cannot be placed in the middle of the die area.

4 EXPERIMENTAL SETUP AND RESULTS

4.1 Experimental Setup

We implement our work in C++ with CPLEX 12.8.0 [24] and Gurobi 9.0.1 [23] as our ILP solvers. Our experiments are performed with four threads on a 2.6GHz Intel Xeon server. In our objective function, we set the weighting factors, $\alpha = 0, 1, 100$ and $\beta = 0.5, 100$. For lower bounds, we set lower bound $L = 4.5, 6, 7, 8, 9$. For our runtime study, we set lower bound $L = M - B$ to avoid an infeasibility, where $M$ denotes the maximum Manhattan distance between source and sink. Also, we define skew bound $B$ with $M$ multiplied by $0.2, 0.4, 0.6, 0.8$ (i.e., $B = 0.2 \cdot M, 0.4 \cdot M, 0.6 \cdot M, 0.8 \cdot M$). We also set unbounded cases with zero lower bound and infinite upper bound. In our experiments, we set two hours as a runtime limit of our ILP.$^5$

4.2 Experimental Results

Study of weighting factors ($\alpha$ and $\beta$) in an objective function. We show example trees and scatter plots for skew-wirelength, $P_{\text{Max}}(1)$-wirelength and $P_{\text{Max}}(2)$-wirelength tradeoffs with various weighting factors $\alpha, \beta$ in our objective function. When $\alpha = \beta = 0$, the results are the same as those of the previous work [1]. In this way, we can compare our results to the work [1]. We observe that in practice, there are not many non-dominated trees for a given instance, across all values of $\alpha$, $\beta$, lower and upper bounds. A tree $T_1$ is said to be dominated by tree $T_2$ if the wirelength, skew, $P_{\text{Max}}(1)$ and $P_{\text{Max}}(2)$ metrics of $T_2$ are all equal to or better than those of $T_1$. Figure 5 shows an example set of non-dominated solution trees for one instance in our experiment.

Figure 6 shows example trees with various weighting factors in our objective function. Given a 12-terminal pointset, lower bound $L = 6$ and skew bound $B = 0.4 \cdot M$, we find tree solutions where $\alpha = \beta = 0, \alpha = 100, \beta = 0$ and $\alpha = 0, \beta = 100$, respectively. We set lower bound $L = 4.5, 6, 7, 8, 9$ in this experiment. Figure 6(a) shows the tree solution which the total wirelength of the tree is minimized. Figure 6(b) shows the tree solution which $P_{\text{Max}}(1)$ is minimized. The solution has the minimum total wirelength among all solutions with minimum $P_{\text{Max}}(1)$. Compared to Figure 6(a), $P_{\text{Max}}(1)$

$^5$The runtime limit is not applied to our runtime study in Table 2.
Figure 4: Example trees for flexible clock source locations when $\alpha = 1, \beta = 0.5, L = 3.44, B = 0.6 \cdot M$, and $L + B = 8.6$. (a) A tree with a fixed clock source at $(3, 5.6)$. (b) A tree with a movable clock source, with optimal source location at $(2.4, 3)$. (c) A tree with the tree from (b) and the original source location from (a). (d) A tree with a movable clock source that has a forbidden area ($2 \leq x \leq 4, 2 \leq y \leq 4$, yellow box).

Figure 5: An example set of non-dominated trees for a 12-terminal pointset. The non-dominated tree solutions have the weighting factors and bounds as follows. (a) $\alpha = \beta = 0, L = 5$ and $B = 0.6 \cdot M$. (b) $\alpha = 0, \beta = 100, L = 4$ and $B = 0.6 \cdot M$. (c) $\alpha = 0, \beta = 100, L = 5$ and $B = 0.6 \cdot M$. (d) $\alpha = 100, \beta = 0, L = 7$ and $B = 0.4 \cdot M$. (e) $\alpha = 0, \beta = 100, L = 7$ and $B = 0.4 \cdot M$. (f) $\alpha = 0, \beta = 100, L = 7$ and $B = 0.2 \cdot M$.

Figure 6: Example trees with various weighting factors in our objective function where $L = 6, B = 0.4 \cdot M$ and $L + B = 9.44$ for a given 12-terminal pointset. (a) A tree solution with $\alpha = \beta = 0$ to minimize the total wirelength only. (b) A tree solution with $\alpha = 100, \beta = 0$ to minimize $PMax(1)$. The solution has the minimum total wirelength among the solutions with the minimum $PMax(1)$. (c) A tree solution with $\alpha = 0, \beta = 100$ to minimize $PMax(2)$. The solution has the minimum total wirelength among all solutions with the minimum $PMax(2)$.

Figure 7 shows scatter plots for skew-wirelength, $PMax(1)$-wirelength and $PMax(2)$-wirelength. Tradeoff curves with various weighting factors are shown in Figure 7(a). Compared to the cases that minimize only total wirelength ($\alpha = 0$ and $\beta = 0$, i.e., as in the work of [1]), the tradeoff curves for nonzero weighting factors form a “bundle” of tradeoffs curves. In terms of the skew-wirelength tradeoff, we see that considering $k$-active sinks does not affect skew much. Figure 7(b) gives a scatter plot for $PMax(1)$-wirelength, showing that $PMax(1)$ decreases when $\alpha$ is nonzero. Similarly, Figure 7(c) gives a scatter plot for $PMax(2)$-wirelength, showing that $PMax(2)$ decreases when $\beta$ is nonzero. Figure 7(b) includes
the solutions with nonzero $\alpha$ and Figure 7(c) includes the solutions with nonzero $\beta$ to show improved $PMax(1)$ and $PMax(2)$, respectively.

**Study of $k$-consecutive-active sinks.** As described above, we index sinks according to theta angle about the clock source, in counterclockwise order. Figure 8 shows scatter plots for skew-wirelength, $PMax(1)$-wirelength and $PMax(2)$-wirelength trade-offs with $k$-active sinks and $k$-consecutive-active sinks. We set weighting factors $\alpha = 1$, $\beta = 0.5$ and lower bound $L = 4, 5, 6, 7, 8, 9$. Figures 8(a) and (b) respectively show skew-wirelength and $PMax(1)$-wirelength for $k$-consecutive-active sink solutions, similar to what was presented for $k$-active sink solutions. Figure 8(c) shows that $PMax(2)$ values of $k$-consecutive-active sinks are less than those of $k$-active sinks. This is because $PMax(2)$ of $k$-consecutive-active sinks only considers local subtrees with consecutive indices of clock sinks. (Note that the $k$-consecutive-active sinks optimization will lead to different solutions than the $k$-active sinks optimization only when the $\beta$ weighting term for $PMax(2)$ is nonzero.)

**Study of flexible or forbidden clock source locations.** Figure 9 shows skew-wirelength, $PMax(1)$-wirelength and $PMax(2)$-wirelength scatter plots for flexible and fixed clock source locations for the 12-terminal points in Figure 4. In this experiment, we set weighting factors $\alpha = 1$, $\beta = 0.5$ and lower bound $L = 4, 5, 6, 7, 8, 9$. Figures 9(a) to (c) shows that tree solutions with flexible clock source locations have better metrics (total wirelength, $PMax(1)$ and $PMax(2)$) than those with fixed clock source locations. Adding a forbidden area (reducing flexibility) worsens results in (c), but skew-wirelength, $PMax(1)$-wirelength and $PMax(2)$-wirelength remain superior to when the clock source location is fixed.

**Study of runtime.** In order to compare ILP runtime, we define our pointsets with $P = \{8, 10, 12, 14, 16\}$, where $|P|$ is the number of terminals of trees. For this experiment, for each $|P|$ we randomly generate 10 sets of terminals within a seven by seven grid. We also generate random grid edge costs in horizontal and vertical directions (i.e., between consecutive x- or y-coordinate values), from a uniform distribution over the interval [0.5, 2.0]. We use two different ILP solvers [23] [24] in this experiment. We also propose non-uniform grids after removal of unusable edges. Dense denotes non-uniform grids with unusable edges are retained, as in Figure 3(b). Due to the inclusion of a virtual source and edges, runs with flexible clock source location have longer runtimes than corresponding runs with fixed locations. We see that ILP solution runtime is reduced by removing unusable edges.

| Skew bound | $|P| = 8$ | $|P| = 10$ | $|P| = 12$ | $|P| = 14$ | $|P| = 16$ |
|------------|---------|---------|---------|---------|---------|
| **Solver A** | 9.98 | 7.21 | 5.13 | 3.88 | 2.33 |
| **Solver B** | 26.83 | 13.14 | 9.38 | 7.87 | 6.41 |

Table 2: Average ILP runtime when $\alpha = 1$, $\beta = 0.5$, $L = M - B$. $M$ denotes the maximum distance between source and sink.

We also compare runtime for fixed and flexible clock source locations with non-uniform grids. Table 3 shows ILP runtime for fixed and flexible clock source locations with two different non-uniform grids, defined as follows. Sparse denotes non-uniform grids after removal of unusable edges as in Figure 3(c). Dense denotes non-uniform grids where unusable edges are retained, as in Figure 3(b). Dense denotes non-uniform grids after removing unusable edges. We compare runtime for fixed and flexible clock source locations in Figures 4 and non-uniform grids. We set variables $\alpha = 1$, $\beta = 0.5$, $L = M - B$, $M$ denotes the maximum distance between source and sink. Sparse denotes non-uniform grids after removing unusable edges. Dense denotes non-uniform grids with unusable edges retained.

<table>
<thead>
<tr>
<th>Skew bound</th>
<th>Sparse</th>
<th>Dense</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unbounded</strong></td>
<td>55.92</td>
<td>209.87</td>
</tr>
<tr>
<td><strong>0.5</strong></td>
<td>13.34</td>
<td>111.17</td>
</tr>
<tr>
<td><strong>0.4</strong></td>
<td>143.31</td>
<td>604.15</td>
</tr>
</tbody>
</table>

Table 3: ILP runtime for fixed and flexible clock source locations in Figure 4 and non-uniform grids. We set variables $\alpha = 1$, $\beta = 0.5$, $L = M - B$, $M$ denotes the maximum distance between source and sink. Sparse denotes non-uniform grids after removing unusable edges. Dense denotes non-uniform grids with unusable edges retained.

5 CONCLUSION

In this work, we have proposed a new $k$-active dynamic power minimization problem that arises in clock distribution for memory-dominant SOC designs. We observe that in modern technologies the scale of SRAM blocks and SOC die, relative to global repeater distances, effectively "linearizes" the problem and makes it amenable to combinatorial optimization.

By extending the recent work of [1], we formulate an ILP for the $k$-active dynamic power minimization problem as well as a $k$-consecutive-active dynamic power minimization variant. The ILP minimizes the weighted sum of the total costs (wirelengths) and the maximum power across all sets of $k$ active sinks. We also propose non-uniform grids to capture flexible locations of terminals in an output tree, and the handling of both flexible and forbidden clock
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Figure 8: Scatter plots for (a) skew-wirelength, (b) PMax(1)-wirelength and (c) PMax(2)-wirelength for k-active sinks and k-consecutive-active sinks.

Figure 9: Scatter plots for (a) skew-wirelength, (b) PMax(1)-wirelength and (c) PMax(2)-wirelength for fixed and flexible clock source locations, as well as flexible clock source locations with a forbidden 2 ≤ x ≤ 4, 2 ≤ y ≤ 4 area.

[27] SweRV RISC-V Core 1.1 from Western Digital. https://github.com/westerndigitalcorporation/