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Abstract

Traditional placement goals for cell-based designs
involve minimizing either total wirelength or channel
width; each of these metrics re
ects �nal layout area.
Typically, a net model is �rst used to transform the
netlist hypergraph into a graph representation. A lin-
ear wirelength objective is then formulated, but then
for technical reasons a quadratic form is actually op-
timized using relaxation or eigenvector methods. We
address this seeming inconsistency and propose a sim-
ple transformation of the quadratic objective which re-
captures the \linear" nature of the original minimum-
wirelength objective. Computational results for a wide
range of standard benchmarks show that this re�ne-
ment gives very signi�cant savings in both total wire-
length and channel width for linear placement: these
values are respectively reduced by an average of 7% and
18% over results obtained with the previous standard
approach.

1 Preliminaries

Module placement has presented one of the most
persistent challenges in IC layout synthesis. The
true criterion for a good placement is e�cient au-
toroutability, subject to performance and chip area
constraints. Thus, placement models and objective
functions are very hard to formulate. Many methods
have been proposed, such as clustering, iterative im-
provement, row-assignment, recursive min-cut, force-
directed, etc.; early techniques are surveyed by Hanan
et al. [7], and Lengauer [9] gives a recent overview.

We may view the placement procedure as the as-
signment of n modules to n available slots such that
a given cost function is minimized, i.e., we have a
quadratic assignment formulation. In particular, to
simplify our discussion we will address the problem
of linear placement, where the modules are assigned
to positions 1; : : : ; n on the one-dimensional integer
lattice. The linear placement problem, which we will
formalize below, captures a number of practical appli-
cations, e.g., placement within cell rows. Furthermore,
as shown by Kurdahi and Sastry [8], two-dimensional
placement in cell-based designs can be modeled as two
interacting one-dimensional placement processes.

There are three main components to any module
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placement approach:

� First, a net model represents signal nets (hyper-
edges in the netlist hypergraph) by graph edges.

� Second, given the net model, an objective function
is formulated for global minimization.

� Third, a (heuristic) optimization method must be
used to minimize the objective function.

The results in this paper stem from the follow-
ing simple observation: while standard net models
and objective functions are aimed at minimizing wire-
length, the accompanying optimizations actually min-
imize a completely di�erent objective function which
is quadratic in wirelength. Put another way, the tra-
ditional approach to placement algorithms becomes
problematic in that one picks a net model which re-

ects a minimumwirelength objective, but then takes
a \left turn" and instead minimizes the sum of squared
wirelengths.

This inconsistency|between the objective function
developed from the net model and the cost function
actually optimized|is the subject of the present work.
Our goal here is to determine an appropriate net
model and objective function, and then be able to ac-
tually minimize a good approximation to this objec-
tive function. For a number of reasons, the linear wire-
length objective is seen to be a good objective func-
tion. Furthermore, while technical reasons have his-
torically motivated the substitution of the quadratic
for the linear wirelength objective, we show that a
simple change of weights in the quadratic form of
the objective will \recapture" the e�ect of the origi-
nal minimum-wirelength placement objective. Exper-
imental results con�rm that when our re�nement is
applied to traditional placement methods, very signi�-
cant improvements result for both the total wirelength
and maximum channel width metrics.

2 The Placement Process

Placement has traditionally been formulated as a
quadratic assignment problem where modules must be
placed into available slots. The slots are often assumed
to be linearly ordered, e.g., for backplane formation
or cell placement within assigned rows. As noted
above, this is reasonably general since two-dimensional
placement may be described by two simultaneous one-
dimensional placement processes [8].
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Linear Placement: Given a netlist graph G =
(V;E) with jV j = n and connection weights cij be-
tween module pairs (vi; vj), map the modules onto
distinct positions xi taken from the set f1; : : : ; ng such
that an objective function dependent on the cij and
the module positions is minimized.

2.1 Net Models

In the �rst phase of the placement algorithm, a net
model is derived which yields a graph representation
of the netlist hypergraph; the net model re
ects the
routing cost of the placed netlist and determines the
cij values in the above formulation. Many net models
have been proposed, including spanning paths, span-
ning cycles, spanning trees, star topologies, etc. Sev-
eral models can su�er from nondeterministic asymme-
try in the connection weights cij, i.e., not all adjacen-
cies derived from a given k-pin net will be accorded the
same signi�cance. Furthermore, minimum spanning
tree, centroid-based star (e.g., [10]), or other topolo-
gies are inherently dynamic, requiring recomputation
with every change in the module placement (see [9] for
a survey).

The most common net model is that of a weighted
clique, where a k-pin net will induce C(k; 2) edges
among its k modules. The early survey by Hanan et
al. [7] details several clique weighting variants which
propose uniformweighting of the C(k; 2) edges by such
values as 2

k
, 1

k
, 1

k�1
, etc. Simple dimensional analy-

sis shows that all of these net models are essentially
identical in practice. Recent work has widely adopted
a \standard" weighted clique model [9], wherein a k-
pin net contributes 1

k�1
to each of C(k; 2) cij values.

While the most obvious advantages of the clique model
stem from its symmetry, additional intuition justify-
ing this standard edge weighting can be developed as
follows.

Since the goal of linear placement is to minimize the
wire length contributed by each net, i.e., the net span
in one dimension, the weighting of each net should
be a function of the minimum possible wire length
WLmin for each net. Moreover, the weighting should
intuitively be inversely proportional toWLmin so that
the objective function does not \try too hard" to place
the k modules of a net into a span of fewer than k slots
when such an arrangement is physically impossible.

In the discrete linear placement problem de�ned
above, the minimum wirelength WLmin of a k-node
net is k�1, and by the above intuition we should adopt
a weighting function on the order of 1

k�1
. Thus, our

heuristic picture of linear placement supports use of
the present standard clique net model.

2.2 The Minimum Wirelength Objective

Certainly, the goal of module placement must en-
compass minimization of total wirelength. Each grid
unit of wire requires an additional quantum of chip
area which is dependent on the wiring pitch. More-
over, larger wirelength generally implies larger RC
constants, which can adversely impact system per-

formance and power requirements. Of course, layout
area in cell-based designs is also determined by the
number of wiring tracks used, i.e., the sum of channel
widths is also an important objective function. Al-
though minimumwirelength placement and minimum
channel width placement are not perfectly correlated,
we note that results of Adolphson and Hu [1] may
be used to establish a probabilistic relationship be-
tween the two metrics. Indeed, our experimental re-
sults below show that when we use our new methods
to improve wirelength, the channel width usually also
improves. In view of these arguments, we choose to
minimize a sum of wirelengths objective function; for
linear placement, this corresponds to minimizing the
sum of net spans. Such a conclusion is in agreement
with researchers who have considered the tradeo�s be-
tween wirelength and squared-wirelength objectives.
For example, Sigl et al. [10] recently concluded that
\a linear objective function seems to re
ect the actual
wiring demands more accurately than the quadratic
objective function".

2.3 Optimization Methods

Finally, it is well known that the Linear Placement
formulation above is NP-complete when we minimize
the objective function

P
i;j cijjxi � xjj [3]. By con-

trast, if we relax the slot constraint and introduce a
quadratic form in the minimization, e�cient numer-
ical algorithms can be used to obtain a global opti-
mum solution. More speci�cally, we represent the cir-
cuit netlist by the simple undirected graph G = (V;E)
with jV j = n vertices v1; : : : ; vn. We use the n�n con-
nection matrix C = C(G), where cvw = 1 if (v; w) 2 E
and cvw = 0 otherwise. If G has weighted edges, then
cvw is equal to the weight of (v; w) 2 E, and by con-
vention cvv = 0 for all v 2 V . If we let d(v) de-
note the degree of node v (i.e., the sum of the weights
of all edges incident to v), we obtain the n � n di-
agonal matrix D de�ned by Dii = d(vi). As noted
by, e.g., Hall [6], Cheng and Kuh [2], and Tsay et al.
[12], the real eigenvector corresponding to the second
smallest eigenvalue of Q gives a linear placement solu-
tion vector ~x which minimizes

P
i;j cij jxi � xj j

2 (i.e.

sum of squared wirelengths) subject to the constraint
j~xj = 1.1

1Hall [6] noted that the eigenvectors of the matrixQ = D�C
solve the problem of �nding the vector ~x = (x1; x2; : : : ; xn)
minimizing

z =
1

2

nX

i=1

nX

j=1

cij(xi � xj)
2

subject to the constraint j~xj = (~xT~x)1=2 = 1. Since z = ~xTQ~x,
to minimize z we may form the Lagrangian

L = ~xTQ~x� �(~xT~x� 1):

Setting the �rst partial of L with respect to ~x equal to zero
yields

2Q~x� 2�~x = 0;

which can be rewritten as

(Q� �I)~x = 0



Eigenvector solutions to the linear placement prob-
lem with quadratic objective function can then be
found by either iterative relaxation methods [2] [12]
[10] or sparse-matrix operator techniques such as the
Lanczos method [5].

Some heuristic justi�cations for the squared wire-
length objective have been put forth, notably that the
metric reduces congestion since it tends to reduce the
maximum wirelength of any net. However, it is by
no means clear why so much e�ort has gone into op-
timizing the particular squared wirelength objectiveP

i;j cijjxi � xjj
2, which is not very re
ective of the

\true" cost function,
P

i;j cijjxi � xj j. Indeed, much
recent work simply points to the formulations used
by Hall [6] and Cheng and Kuh [2], rather than pre-
senting any rationale for the quadratic objective. As
Lengauer notes in [9] (p. 317): \The main reason why
quadratic wire-length estimation is so popular is that
the method leads to quadratic cost functions that can
be minimized easily .... Thus, the �nal motivation for
using quadratic wire length is driven by methodical,
not modeling, arguments."

It is interesting to note that very few researchers
besides Lengauer have commented on this issue. Sigl
et al. [10] claim to be the �rst to explicitly address
the di�erences between the linear and quadratic objec-
tives. As noted above, they �nd the linear objective
to be more \accurate". However, in order to mini-
mize the linear objective via a quadratic formulation,
Sigl et al. use a dynamic net model which requires an
iterative algorithm. Thus, the method in [10] alter-
nately solves a quadratic program and updates the co-
e�cients of the program until a convergence criterion
is satis�ed. By contrast, the next section proposes a
heuristic which empirically allows direct computation
of a good (in the sense of more closely re
ecting the
minimum wirelength objective) linear placement via,
e.g., a Lanczos sparse-matrix code [4] [5].

3 Improving the Quadratic Objective
Function

In this section, we brie
y outline intuition lead-
ing to an enhancement of the traditional quadratic
objective for linear placement. Recall from the dis-
cussion of Section 2 that we would like to minimize
z =
P

i;j cij jxi � xjj, i.e., the weighted sum of wire-
lengths. However, due to complexity reasons we pre-
fer a quadratic objective function which is amenable
to global optimization.

To minimize z, we could equivalently minimize the
square of z if we hope to use a quadratic objective
function. However, the expansion of z2 is the highly

where I is the identity matrix. This gives an eigenvalue for-
mulation for �, and the eigenvectors of Q are the only non-
trivial solutions for ~x. The minimum eigenvalue 0 gives the
uninteresting solution ~x = (1=

p
n;1=

p
n; : : : ; 1=

p
n), and hence

the eigenvector corresponding to the second smallest eigenvalue
� is used. Again, note that the slot constraint is replaced by
the requirement that j~xj = 1.

complicated expression

c2
12
jx1 � x2j

2 + c2
13
jx1 � x3j

2 + � � �

2c12c13jx1 � x2jjx1� x3j+ � � �

which can be rewritten as

z2 =
nX

i=1

nX

j=1

c2ijjxi � xjj
2 + � (� mixed terms):

Ignoring the sum of mixed terms � in this expres-
sion for z2 leads us to a more natural quadratic mini-
mization objective for linear placement:

z0 =
nX

i=1

nX

j=1

cij
2jxi � xjj

2

and we suspect that minimizing z0 can be shown to be
nearly equivalent to minimizing z2, i.e., minimizing z,
for a large class of problems. Certainly, the exper-
imental results in the next section demonstrate that
this simple modi�cation leads to signi�cant wirelength
and channel width savings.

4 Results and Conclusions
Given the weighted clique model, we solve the as-

sociated linear placement problem using the stan-
dard eigenvector-based approach outlined in Section
2 above, using a Lanczos-based implementation re-
ported in [5]. Given a graph representation G for the
netlist, the eigenvector corresponding to the second-
smallest eigenvalue of Q(G) = D(G) � C(G) gives a
linear ordering of the modules. We simply evaluate
the sum of net spans (i.e., total wirelength) and the
channel width induced by this linear ordering.

Tables 1 and 2 show results for linear placement
of a number of MCNC benchmarks (the Primary and
Test suites), as well as for additional industry netlists
(three ILLIAC boards and two benchmarks obtained
from Hughes Aircraft Co.) that were evaluated in
[13] and [5]. Using the standard clique net model,
where each k-pin net containing modules vi and vj
contributes 1

k�1
to the value cij , we obtain results that

re
ect the methods of [12], [2] and other recent work.
However, when we square the �nal cij values and ap-
ply the same quadratic optimization techniques, we
reduce both wirelength and maximum channel width
by an average of 7% and 18%, respectively. Since each
of these metrics is representative of overall layout area,
we believe that these improvements have a great deal
of practical signi�cance.

These results motivate a number of interesting open
issues. For example, it is possible that alternate func-
tions of the cij (i.e., other than cij2) can be applied to
transform the standard quadratic objective.2 As long

2It is interesting to note that very early work, e.g., that of
Steinberg [11], proposed changing the exponent of the jxi � xjj
term in the objective function. However, no work has examined
any alternate exponents for the cij .



Test Number of Wirelength Gain
problem elements cij c

2

ij (%)
IC67 67 2311 2204 4.63
IC116 115 4561 4790 -5.02

IC151 151 6809 6351 6.73
bm1 882 56739 52822 6.90
19ks 2844 569362 403835 29.07

Prim1 833 57991 52267 9.87
Prim2 3014 1029741 803172 22.00
Test02 1663 316837 377974 -19.30

Test03 1607 168994 130070 23.03
Test04 1515 175023 225495 -28.84
Test05 2595 573500 563515 1.74

Test06 1752 435829 294939 32.33

Table 1: Results for twelve industry benchmarks
showing wirelength values when cij and c2ij ob-
jective functions are used with an eigenvector
method to yield the linear placement. Average
wirelength improvement is 7%.

as �xed cij are used, the usual e�cient quadratic op-
timization algorithms remain applicable. In fact, it is
quite reasonable to envision a placement methodology
which tests a number of alternate functions of the cij ,
then returns the best result.

In conclusion, we have retraced the traditional at-
tack on linear placement of modules in cell-based lay-
out. The basic observation is that a quadratic objec-
tive amenable to global minimization is usually substi-
tuted for the true linear wirelength objective; however,
the standard quadratic form does not have a strong re-
lationship to the original objective. Thus, we propose
a simplemodi�cation of the weighting function used in
the quadratic form of the objective. This allows global
minimization of a function that more closely re
ects
the minimum wirelength goal. Indeed, experimental
results con�rm very signi�cant savings in both wire-
length and channel width. Since these metrics re
ect
layout area, we believe that our proposed modi�ca-
tion will be highly useful within the context of existing
placement methods.
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