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ABSTRACT General Terms
Models of achievable routing, i.e., chip wireability, rely on
estimates of available and required routing resources. Re-
quired routing resources are estimated from placement, or (a
priori) using wirelength estimation models. Available rout-
ing resources are estimated by calculating a nominal “sup-
ply”, then taking into account such factors as the efficiency
of the router and the impact of vias.
Models of achievable routing can be used to optimize inter-
connect process parameters for future designs or to supply
objectives that guide layout tools to promising solutions.
Such models must be accurate in order to be useful, and
must support empirical verification and calibration by ac-
tual routing results.
In this paper, we discuss the validation of such models and
we apply our validation process to three existing models.
We find notable inaccuracies in the existing models when
matched against real data. We then present a thorough
analysis of the assumptions underlying these models; based
on this analysis, we discuss requirements for predictors of
routing resources within models of achievable routing.

Categories and Subject Descriptors
B.7.2 [Hardware]: Integrated Circuits- Placement and
routing; C.4 [Computer Systems Organization]: Per-
formance of Systems--Modeling techniques; J.6 [Computer
Applications]: Computer-aided Engineering-CAD; F.2.2
[Theory of Computation]: Analysis of Algorithms and
Problem Complexity--Routing and layout
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1. INTRODUCTION
In predictive system implementation methodologies, it is in-
creasingly critical to have accurate models of the routing re-
sources needed to implement interconnect structures. Such
models have many applications. Donath’s pioneering wire-
length estimation model [8]  based on Rent’s rule [13] has
been used by Bakoglu [l] as the basis of a system-level per-
formance model. Recent models have addressed either the
estimation of the total wirelength required  by the design
(“demand”) [7;  161, or the estimation of effectively available
total track length (“supply”) on chip [4;  5; 151. The lat-
ter is much smaller than the nominal supply of signal wiring
tracks, for reasons that notably include router efficiency and
the impact of vias.
Predictions of required and available routing resources to-
gether comprise a “model of achievable routing”. Given
such a model, one can predict the number of wiring lay-
ers needed to route a given design in a given technology.
(Such predictions can be made post-placement based on ac-
tual pin locations, or else pre-placement based on models of
wirelength distribution.) Or, if the number of wiring lay-
ers and their technology parameters (e.g., wire pitch) are
fixed, one can obtain an “oracle”  that predicts whether the
design is routable in the given resource. These particular ap-
plications, along with extrapolations to future designs and
process technologies, have been extremely popular and in-
fluential [l;  3; 10; 11; 15; 171.
Models of achievable routing can also provide a priori knowl-
edge about the routing, before any layout step has been
performed. One application of such models is to optimize
the interconnect process [5]  (number of layers, wire pitch
on each layer) for a certain class of target designs. Future
models should therefore include wire sizing, buffer insertion,
tapering, etc.
Optimization of the layout flow also becomes possible. Early
predictions are needed for, e.g., wireplanning methodologies
[14] where a global wire plan is instantiated beginning at
the conceptual stage of physical implementation. At the
placement stage, better estimates of routing feasibility can
guide placers and reduce incremental placement/routing it-
erations. Finally, routers could benefit from knowledge of
their “routing efficiency” and effectively available routing
resources on each layer to improve convergence.
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Contributions of This Work
To e�ectively guide physical chip implementation, models

for achievable routing must be accurate: they must permit
empirical veri�cation and calibration by actual routing re-
sults. Although accuracy at the level of individual nets is
unlikely, models should at least provide an accurate under-
standing of global parameters of the �nal route (total wire-
length, distribution of wires onto various layer pairs, amount

of detours or vias, etc.). With this in mind, it is noteworthy
that no existing model of achievable routing presents valida-

tion results using real place-and-route data.

Our work centers on (i) understanding the reasons for this
validation gap, (ii) processes for model validation, and (iii)
necessary improvements in future models of achievable rout-
ing. Section 2 reviews three recent models. One has been

very inuential in technology extrapolation systems; the
other two are very recent and attempt to explicitly model the
impact of vias on achievable routing. In Section 3, we make
the case for a thorough validation of (current and future)
models of achievable routing through the use of real place-
ment and routing tools. We �nd that the three recent models

predict the available routing resources very di�erently; in-
deed, our experimental validation process reveals that none
of them is very accurate. In Section 4, we try to assess the
reasons behind the failure of existing models. In particular,
we experimentally verify their assumptions to expose those
assumptions that do not hold. Based on this empirical veri-

�cation and analysis, we conclude in Section 5 by proposing
requirements for new models of achievable routing.

2. MODELS FOR ACHIEVABLE ROUTING
As noted above, all models for achievable routing distinguish

between required and available routing resources. Required
routing resources are de�ned to be the total length of the
interconnections that the chip must accommodate. For the
a priori context, this total is estimated by wirelength distri-
bution models [6] such as those of Donath [9], Davis et al.
[7], or Stroobandt et al. [16]. However, for post-placement

applications, actual terminal locations of signal nets can be
used; this is the approach used in our work, and hence we
do not consider any e�ects of inaccuracies in the estimation
of required wiring resources. Rather, our focus will be on
models of available routing resources.

Available routing resources are signi�cantly less than the
nominal total track length on all layers.1 The �rst reason for

this is that net terminal locations limit the solution space
for the routing, so that even an optimal routing solution
will not use all tracks completely. Second, routers are not
100% e�cient because heuristics are used to solve the NP-
hard routing problem (i.e., the optimal solution is out of
reach). Third, often a wire must make a detour because vias

that connect other wires to higher layers block its path (see
Figure 1). There is in fact a cascade e�ect of via blockage,
since detours form additional blockages for other wires.

2.1 A Common Model Framework
Although the �rst reason given above depends on the netlist

topology and on the placement, it is generally combined with
the second reason, which depends on the router, into a single
routing e�ciency factor �r. The impact of the vias on the

1We follow existing practice in the literature by considering
the e�ects listed here within \supply" analysis.

Figure 1: Wires have to make detours due to via blockage.

available routing resources is represented by the via impact

factor vi (also called the \via blockage factor"), which rep-
resents the fraction of the total available space that is not
available due to the via blockage e�ect on a speci�c layer i.
Finally, the ratio of the total available track length within

layer i to the supplied (nominal) track length on the layer,
which we call the utilization factor Ui, can be written as

Ui = �r(1� vi): (1)

Of course, since all models focus on the resources used for
signal nets, the resource used for power/ground and clock
distribution must be left out of the estimated available re-
sources. This leads to another factor, the fraction of routing

resources used for signal nets only, which we de�ne here as
the signal net fraction si (on layer i). This changes Equa-
tion 1 to

Ui = �r(1� vi)si: (2)

2.2 Review of Existing Models
Sai-Halasz The �rst model to account for the e�ects
of router e�ciency and via impact was used by Sai-Halasz
[15] to predict performance trends in microprocessors. The
model assumes that power and ground wires take up 20% of
each level (si = 0:8), that the routing e�ciency is 40% and
that each layer blocks 12% to 15% of the wire capacity of

all layers underneath it if the wire pitches are equal. If the
pitches di�er, this factor has to be reduced by taking the
ratio of the pitches into account. For Nl layers (numbered
from 1 to Nl, going bottom to top), the via impact factor
on layer i in Sai-Halasz' model is de�ned to be

1� vi =

NlX

k=i+1

0:85
pi
pk ; (3)

where px is the wire pitch on layer x.

The Sai-Halasz model has been used by a number of other
researchers in \technology extrapolation" to predict future
achievable design [10; 11; 17]. However, since it is based
only on factors for \good design practice" and attempts to

ensure a routable design, it tends to be rather pessimistic
about the available resources.

Chong In a paper speci�cally on estimating routing uti-
lization [5], Chong and Brayton devised a model that takes
as inputs the number of gates, the average area per gate,
the average gate pitch, the average fanout of a gate, and the

number of layers in the design. It then optimizes the wire
width on the layers and predicts the total number of inter-
connects routed on each layer, the length of the longest inter-
connect on each layer, and the total available track length.

The model consists of two main parts: the layer assignment

model and the available resources model. The layer assign-

ment model takes a wirelength distribution as input (the

wirelength distribution model of Davis et al. [7] is used, but



any other model could be applied). It then assigns inter-

connects (de�ned as source-sink pairs) to the layers under
the assumptions that (i) layer pairs form tiers (one layer
provides the horizontal, the other the vertical routing direc-
tion), (ii) interconnects can only reside on a single tier, and
(iii) shorter interconnects are routed on lower tiers. (The
layer assignment model is enhanced with an optimization

for wire sizes and addition of delay constraints, but this is
not of interest for the present discussion.)

The available resources model reduces the supplied resources
on tier m by a constant routing e�ciency factor (equal to
0:65 on all layers in their examples) and by the via impact

factor according to Equation 1. The latter equates the area
\lost" due to via blockage with the total area of all vias
that either pass through tier m or connect signals to tier m.
Each interconnect on a layer on or above tierm is assumed to
contribute two via stacks (one for each terminal) and hence
four vias on tier m. The total number of such interconnects

(and hence the number of vias) on tier m is de�ned by the
layer assignment model.

In summary, the key points of Chong's model are that the
via impact is estimated solely by the total area of the vias,

and that the number of vias is estimated from the layer
assignment model. It seems likely that at least the �rst
point can lead to underestimation of via impact, since no
detour or cascade e�ect is modeled.

Chen The model of Chen et al. [4] is speci�cally tar-

geted at the via impact. It classi�es vias as either terminal

vias (those vias that serve the terminals of interconnects) or
turn vias (those that arise from routing necessity, connect-
ing \doglegs" of interconnects). Turn vias do not add to the
via blockage because they are an internal part of the inter-
connect and can be left out. Only terminal vias are taken

into account (this is the case for Chong's model as well).
The number of terminal vias on each layer is estimated by
a model very similar to Chong's layer assignment model.
The authors then distinguish between two cases: (i) sparse
vias, where the average distance between vias is larger than
the average length of an interconnect on that layer, and (ii)

dense vias otherwise. In the sparse via case, the authors
acknowledge that the via impact is indeed limited to the
footprint area of the vias (as in the Chong model). How-
ever, Chen et al. make the case that realistic situations
correspond to the dense via regime.

The via impact model for dense vias presented in [4] assumes
that, for every X potential tracks, one track is congested
by dense vias and must be given up. The value of X is
calculated from the average number of vias per layer side
length (and hence X pi =

p
Ai=

p
Ni, where pi is the wire

pitch on layer i, Ai is the layer area and Ni the number of
terminal vias on that layer).2 If a via is assumed to take p2i
area, the via impact factor (1=X) equals the square root of
Chong's impact factor, which is based on the via area only.

As in the other models, power/ground and clock nets are

subtracted from the supplied track length, a routing e�-
ciency factor is used (the authors of [4] use values between
40% and 66% depending on the router and the type of the
circuit), and then the via impact factor is included to obtain
the �nal estimate of available resources.

2The expression in [4] is slightly more complicated because
the authors also include possibly di�erent wire-to-wire and
wire-to-via spacings.
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Figure 2: Utilization factor as a function of the via �ll rate
for the reviewed models (dashed lines) and experimental re-
sults (solid lines). The shaded regions represent the range
of predictions across the three models for the di�erent layers
in a typical design.

3. MODEL VALIDATION
We emphatically claim that correctness of assumptions and
models can be validated only by testing the models against
comparable experimental results, where \comparable" indi-

cates that the main input parameters to both the model and
the experiment (e.g., the number of gates in the system, the
number of wiring layers, the wiring pitches, etc.) are iden-
tical. In this light, it is startling to realize that none of
the reviewed models has been validated with results of real
placement and routing tools. While there are probably rea-

sonable explanations for this, the result is that even a simple
comparison between those models reveals huge di�erences.

3.1 A Simple Comparison of Previous Models
The three models di�er only in the way they estimate the
via impact. Figure 2 plots for each model the utilization
factor Ui as a function of the via �ll rate f , which we de�ne
to be the ratio of the number of terminal vias over the total
number of track intersections on a layer. The combined

e�ect of routing e�ciency �r and signal net fraction si is set
to 72% for all models. We make the following observations.

1. Chong estimates the via impact as the total via footprint
area, and hence the utilization factor decreases linearly with
the via �ll rate. The same behavior is predicted for all layers
(but with a higher f for lower layers).

2. Chen predicts that the utilization factor decreases with
the square root of f . Again, the same behavior is predicted
for all layers (with a higher f for lower layers).

3. Sai-Halasz' model is independent of the number of vias,
and simply reduces the utilization factor by 15% for each
subsequent layer (for simplicity, we assume wire pitches to

be constant across all layers).

Experimental measurements (both our own and those of [4])

show that the via �ll rate is between 1% and 4% for Metal
1 (M1), and much lower than 1% for all higher layers. Given
such values of f , Sai-Halasz always has the most pessimistic
prediction, Chong always has the most optimistic, and Chen
predicts somewhere in between. The shaded regions in Fig-
ure 2 represent the range of predictions, across all three mod-

els, for the di�erent layers. For M1, the predictions of the
utilization factor vary by more than 25% in absolute terms,
and for M2 the variance is still 20%. Furthermore, the Sai-
Halasz model, with a routing e�ciency of 40% and a 20%
loss of space for power and ground routing, predicts an M1

utilization factor of 20%, a factor of three to four less than

the value predicted by Chong (!).



3.2 Experimental Tests of Previous Models
It is tempting to conclude from Figure 2 that Sai-Halasz
overestimates the via impact (and underestimates the uti-

lization factor), that Chong underestimates the via impact,
and that Chen's model is probably the most accurate. How-
ever, such a conclusion is valueless if not backed up by exper-
imental data. In the interest of having comparable inputs,
we focus on congested designs.3 To assess the via impact for
congested designs, our experimental setup is as follows.

1. We use a \typical" industry standard-cell block design
(approximately 42,000 cells, dating from early 1999) that is

routable in a �ve-layer technology (we use Cadence place-
ment and gridded routing tools with the same 1 �m pitch
for all routing layers; via size is :62�m; all pins for cells are
on M1).

2. We ensure a congested design by removing the top layer,
then gradually removing randomly chosen nets and rerout-
ing the design until we �nd that the partial netlist is just

routable again. (This procedure creates a maximally con-
gested design in the sense that no net can be added back in
without making the design unroutable.) A maximum rout-
ing e�ciency value of 72% was found and applied in the
Chong and Chen models.

For the congested design, the utilization factor on each layer
is represented by an x in Figure 2.4 All x points (except for

the one for M3, to which value the routing e�ciency of 72%
was tuned) are far from the model predictions.

3. To see how the utilization rate varies with the number
of vias, we extend the experiment by adding virtual vias

on track intersections.5 The virtual vias mimic the e�ect
of additional wires that are routed on virtual upper layers.
(Since blocking track intersections on M1 and M2 can poten-

tially cause a net terminal (i.e., pin) to be blocked (thus
preventing the router from �nding any solution), we did not
add virtual vias on M1 and M2.)

Results for the extended experiment are plotted as solid lines
in Figure 2 for M3 and M4. While the addition of virtual vias
mimics the behavior of the router for higher numbers of
layers, the actual number of such higher layers is unknown.

Thus, the model of Sai-Halasz can be checked only against
the original congested result (without virtual vias). This
comparison does not show a close match in Figure 2. The
Chen model follows experiment data well for M3, but not for
any other layer. Thus, Figure 2 shows that (i) no model
accurately predicts the utilization factor on all layers, even

though we tuned the routing e�ciency to �t the experiments
and (ii) no model correctly predicts the relationship between
via impact and the number of vias. Section 4 investigates
the reasons for this.

The di�erences between model predictions and experimental
results are especially appalling if we recall that the primary
purpose of these models is to predict the number of routing

layers required by (future) designs. In the literature, the
models that we have reviewed have been used to make claims
on the limits on layer number or chip size in future VLSI
systems. Increasing the number of layers dramatically and

3We acknowledge that the three existing models are in some
sense meant only to predict the edge of routability, i.e., for
congested designs.
4The value for M1 was too low (2:66%) to be plotted.
5This is achieved by de�ning an appropriate LEF macro
with via-shaped obstructions, and superposing the macro
onto the original core region.
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Layer Chong Chen Experiment

M1 71266 30973 113452
M2 27562 0 23585
M3 0 0 9894
M4 0 0 0
Total 98828 30973 146931

Layers needed 2 2 4

Table 1: Number of terminal vias predicted by Chong and
by Chen, compared to the experimentally measured number.

shrinking the die size, while acknowledging that wire sizes
cannot shrink as much, results in a dramatic increase of the

via �ll rate on all layers. Figure 3 compares the experiment
data with a very high number of virtual vias on M3 and M4

to the predictions by Chong and Chen.6 We see that the
via impact is severely underestimated by both models. The
real limits on number of layers and chip size will therefore
be much more stringent than the models currently predict.

Finally, our experimental validation of the models not only
adjusts the routing e�ciency factor to better �t the experi-
mental values but, more importantly, applies the via impact
models of Chong and Chen to the actual number of termi-
nal vias instead of the estimated number. In Table 1, the

number of terminal vias predicted by the Chong and Chen
layer assignment models is compared to the actual number
for the original experiment (no virtual vias). Both Chong
and Chen predict that the design will be routable in two
layers, while it is barely routable in four (!) The di�erence

between the (otherwise similar) layer assignment models of
Chong and Chen is that Chong includes the terminal vias
on the layer the wire is connected to (although they do not
really add to the blockage) whereas Chen only counts vias
that go through the layer. Clearly, both layer assignment
models and via impact models produce wrong results.

4. EXPERIMENTAL ANALYSIS OF THE
ASSUMPTIONS OF EXISTING MODELS

If the experimental validation of the result of a model reveals
that the model is not correct (as is the case for all of the
reviewed models), one can try to experimentally verify the
assumptions that lead to the result. Let us recall the main
assumptions made by the various models:

1. The routing e�ciency is constant over all layers (its value

6Again, no comparison to Sai-Halasz is possible because we
do not know the number of virtual layers introduced.
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Figure 4: Di�erence between the available track length in
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is assumed to be 40% by Sai-Halasz, 65% is used in examples
by Chong, and Chen reports values between 40% and 66%).
2. The via impact is a constant factor (12% to 15%) of the
available space on the upper layer (for Sai-Halasz' model
and equal wire pitches).

3. The via impact models of Chong and Chen depend on
the number of terminal vias and the assumptions that (a)
interconnects are routed on a single tier (layer pair) and (b)
shorter interconnects are routed on lower tiers.
4. The via impact is linear (Chong) in or increases with the

square root of (Chen) the number of terminal vias.
In this section, we review these assumptions in detail.

4.1 Routing Efficiency

Routing Efficiency is Constant?
If the routing e�ciency and signal net fraction are constant

over all layers, then the utilization factor should monoton-
ically increase with the layer number. Indeed, in our ex-
periments where the wire pitches are the same on all four
layers, the number of terminal vias is always larger on lower
layers (see Table 1). The via impact thus decreases with
the layer number and applying Equation 2 results in an in-

creasing utilization factor. However, Figure 2 supports this
reasoning only for M1 through M3. The top layer (M4) actu-
ally accommodates less wirelength than M3 although there
is no via impact on M4.
A naive explanation is that the design is not fully congested,
and hence not all available space on the top layer was used.

However, our experiments force the design to be fully con-
gested. The real explanation is that the congestion di�ers
for di�erent layers. Two e�ects cause this: (i) M1 can only
be used for signal routing for a small amount of its total
track length because of pin blockage and M1 features in cell
layouts, and (ii) the via impact is higher for the layers on the

bottom of the layer stack. Figure 4 shows the actual length
that can be used on the layers because of these two e�ects,
for a hypothetical four-layer design (a) and �ve-layer design
(b). The letters H and V indicate the routing direction (hor-
izontal or vertical) for each layer. In the four-layer design

of Figure 4(a), every V-layer has a higher utilization rate
than the H-layer beneath it. If we assume that the length
needed in each direction is equal, this implies that the H-
layers will be fully congested, but the V-layers will still have
space left. Adding a �fth layer has the opposite e�ect. In
Figure 4(b), the V-layers will dominate the congestion. This

analysis shows that the routing direction of the second top-
most layer always dominates the congestion, whatever the
number of layers is.
Such results seem to indicate that any accurate model should
introduce a di�erent routing e�ciency for each direction.
Another option is to take advantage of the di�erence in avail-

able routing space. Since the minimum required length in

each direction is �xed by the placement, one could guide the

placement such that the required length is balanced over the
directions as predicted by the model. Or, one could force
the router to make most of the unavoidable detours in the
less congested direction.7 Again, guiding the layout tools to
a \desired solution" is only feasible if the desired solution is
obtained through an accurate model of via impact.

There is More Than Routing Efficiency Alone
In Section 2, we noted that the routing e�ciency represents
various e�ects that reduce the total available routing space.
Some e�ects are dependent only on the netlist, some depend
on the placement, and some are related to the e�ciency of
the router. Since designs, placement tools and routing tools

can be freely combined, it is important to distinguish be-
tween those e�ects. We therefore propose to decompose the
current routing e�ciency factor into three separate factors

�r = �n �p �
0

r; (4)

where �n covers the routing space reduction due to the
netlist (for an optimal placement and routing), �p the re-

duction because of the quality of the placement tool, and �
0

r

the real routing e�ciency.

Routing Efficiency or Routing Inefficiency?
Even more fundamental questions are raised by the coun-
terintuitive de�nition of routing e�ciency. Indeed, consider

the following thought experiment:

1. Consider a given placement of a given netlist.

2. First route this design with a very good router.

3. Then route the same design with a very bad router.

4. Measure the resulting utilization factor for both routers.

Clearly, the routing e�ciency of the bad router should be
much lower than that for the good router. However, actual
wirelengths will of course be longer for the bad router since
it will make more detours. According to previous models,
the \routing e�ciency" is higher for the bad router! The

problem is that the routing e�ciency factor as de�ned in
previous works does not really model the e�ciency of the
router, but rather its ability to �ll whatever space it has,
even if that is done by making unnecessary detours.

We therefore propose to de�ne the routing e�ciency factor
based on the routing space that is used e�ciently. This can
be easily done by measuring (and modeling) the utilization

rate based not on the actual length, but on the shortest
possible length (the minimum Steiner tree length de�ned by
the terminal locations). Hence, the utilization factor should
be de�ned as

Ui =
SLi

TLi

; (5)

instead of

Ui =
ALi

TLi

; (6)

with SLi the minimum Steiner tree length of all successfully
routed nets on layer i, ALi the actual routed length on layer
i, and TLi the supplied track length on layer i. With this
de�nition, the routing e�ciency of a bad router is lower than
that of a good router because in a congested design a bad

router is not able to route as many nets as a good one.

7Certainly, modern place-and-route tools are aware of such
considerations. Our point is that models of achievable rout-
ing need similar awareness.
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4.2 Congestion
The models reviewed in this paper (implicitly) assume a fully
congested design. The discussion in the previous subsection
invalidates this assumption unless the placement and rout-
ing tools can be tuned to obtain a fully congested design on

all layers at the same time. Even if we could tune the layout
tools, a model for the amount of congestion is still needed.
Although the fully congested prediction is necessary to �nd
the minimum number of layers needed to route a given de-
sign, the routing space that those layers provide will almost
never be fully used (and if the prediction is such that we are

balancing between Nl and Nl+1 layers, we should probably
opt for Nl + 1 layers to make sure the design is routable).
Hence, the real routing will not be as congested as the pre-
dicted routing.

Predictions for designs that are not fully congested could
leave unused space at the topmost layer, which lowers the

number of terminal vias required to connect wires to that
layer and hence creates more space on lower layers too. A
model that accounts for the amount of congestion would
probably also guide the layout tools to a solution that di-
vides congestion problems equally among layers.

To assess the e�ects of congestion, we consider a fully con-

gested design, routed on four layers, and gradually remove
wires. Since a congested design requires more detours, the
actual length decreases much more rapidly than the Steiner
length when the wires are removed and the congestion is
lowered. This is illustrated in Figure 5. When the design is
not at all congested anymore, the actual length follows the

Steiner length very closely.8 Since the actual length starts
to rise much faster than the Steiner length when the design
becomes congested, it is di�cult to model congestion ac-
curately. However, such a congestion model is necessary if
we want to use models for achievable routing as guides for
layout tools.

4.3 A Constant Via Impact Factor
If Sai-Halasz' assumption is true, then the utilization factor
of layer i relative to that of layer i + 1 should be a con-
stant. Table 2 shows this relative utilization factor for the

experiments presented in Figure 2. The result of the experi-
ment without virtual vias is compared to Sai-Halasz' model

8The fact that the actual length gets even lower than the
Steiner length is due to (i) our Steiner length approximation
(we used the Batched Iterated 1-Steiner implementation for
Steiner tree estimation from the University of Virginia [12])
and (ii) to the fact that Steiner lengths are measured from
the center of the bounding box for all gate pins that are con-
nected to the same net, whereas the actual net only connects
to the closest one (\group Steiner" problem [2]).

Layer Sai-Halasz Ui

Ui+1
Only M3

U3

U4

M1/M2 0.85 0.07 min 1.10

M2/M3 0.85 0.56 avg 1.74
M3/M4 0.85 1.10 max 2.30

Table 2: The utilization factor Ui on layer i, relative to
Ui+1: Sai-Halasz' model of constant relative factors versus
experimental values that are not constant.
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Figure 6: The utilization factor at M3 relative to that at
M4 for the experiments with virtual vias. A higher number
of virtual vias (higher via �ll rate) corresponds to a higher
layer stack. Utilization ratios are certainly not constant.

in the left part of the table. The ratio of utilization fac-
tors is obviously not the same for all layers. The ratio is so
low for M1/M2 because M1 is largely blocked by the cell pins.
The factor for M3/M4 is larger than 1 because the top layer

is probably not fully utilized, as discussed earlier. A simi-
lar reason (M2 is also underutilized) causes a low value for
M2/M3. Such e�ects are not included in Sai-Halasz' model.
The right part of Table 2 presents the results for all exper-
iments (with virtual vias), only for M3/M4 (since no virtual

vias were added on the other layers), and shows the mini-
mum, average and maximum value of the ratio. Even if we
observe the results for the same layers but for di�erent via
�ll rates, the ratio is certainly not a constant, invalidating
Sai-Halasz' basic assumption.

The relation between the relative utilization factors at lay-
ers M3 and M4 and the number of terminal vias on M4 (in-
cluding virtual vias) is shown in Figure 6. (The �gure also
represents the relative utilization factors of the two highest
virtual layers, for an increasing number of virtual layers.)

The ratio of utilization factors increases with the via �ll
rate, which means that the utilization factor for M4 decreases
more rapidly than that for M3 (until the it saturates). This
seems to indicate that with high via �ll rates, the router is
no longer able to connect wires to the top layer. None of the
existing models is able to predict this (note that the via �ll

rates on M3 and M4 are almost the same in our experiment
because the number of virtual vias is much larger than the
original number, hence both Chong and Chen predict the
relative utilization factor to be very close to 1).

4.4 Interconnects on a Single Tier and Shorter
Interconnects on Lower Tiers?

In Figure 7, we experimentally test the two assumptions of
the layer assignment model of both Chong and Chen. The

�gure shows the percentage of the length of point-to-point
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Figure 8: The average number of layers used for single point-

to-point connections as a function of their length. Long
wires use more than two layers.

connections that is routed on each layer as a function of the
total length. The assumption that shorter wires are gener-
ally routed on lower layers seems to be (roughly) validated.

However, the �gure also shows that more than two layers are
used for routing the nets of a single length. This is not only
due to the fact that di�erent nets of the same length are
routed on di�erent layers. Indeed, Figure 8 shows the aver-
age number of layers used for routing the nets as a function
of their total length. Quite naturally, the very short wires

are routed on a single tier (or even a single layer) but this
no longer holds for the longer wires.9

The impact of routing interconnects on several layers is
mainly that terminal vias are exchanged for turn vias. In-
deed, wires are not connected straight to higher layers (with
a stack of terminal vias) but with stops along all interme-
diate layers (using turn vias). This, of course, can have a
tremendous e�ect on the via impact models that are based

on the number of terminal vias. Moreover, the assumption
that turn vias do not harm the routing solution becomes
questionable if a single net turns too often.

Let us de�ne a track segment on layer i such that (i) its
length is equal to the wire pitch at layer i�1 and (ii) its mid-
point is an intersection of tracks at layers i and i� 1. Note
that the number of segments in one track at layer i equals

the number of tracks at layer i � 1. With this de�nition,
every turn in a wire uses one track segment on both layers,
increasing the number of used track segments from T = l+1
for a straight line of length l segments to T = l + v + 1 if
it uses v turn vias. This e�ect should also be taken into
account.

9We did not investigate how extra vias or layer usage re-
sulted from antenna routing rules. This may be necessary
in future models.

4.5 Relation Between the Via Impact and the
Number of Vias

The results of Figure 2 show that even if the via �ll rates

are the same, the curves for di�erent layers do not coincide.
One reason is the di�erent routing e�ciency factors. How-
ever, from Figure 6 we can deduce that even an adjustment
in the routing e�ciency factor could only cause the curves
to overlap in a very small region of f . Since the (virtual) via
�ll rate corresponds to di�erent layers, this leads us to the

conclusion that the via impact factor is also layer dependent
and that this dependency cannot be explained by the di�er-
ence in the number of terminal vias alone, as the models of
Chong and Chen assume. We believe that the major prob-
lem in their models is the fact that they do not capture the
real wiring e�ects that are caused by via blockages.

Proposal of a Simple Model

Whenever a via blocks the path of a wire, it either has to
be rerouted (probably with a detour) to a totally di�erent

location, or it can just be routed around the via. The latter
solution creates a (larger) blockage for wires in the adjacent
track and this leads to the \cascade" (or \ripple") e�ect.
Chong's model does not consider this e�ect, and Chen's as-
sumes that the blockage caused by this e�ect can be modeled
by assuming a track blocked by dense vias simply cannot be

used over its entire length. A better understanding of the
impact of the ripple e�ect (although this is certainly not
straightforward) is necessary to model it more accurately.

A second observation is that the e�ects of blockages on wires
should di�er for di�erent wire lengths. Indeed, the probabil-
ity that a wire is blocked should be monotone in the number
of track intersections it must cross as well as in the proba-
bility that a via blocks one of those intersections. If the vias

are uniformly distributed over the area, the via �ll rate f

equals the probability that an intersection (or wire segment)
is blocked by a via. Since any wire of length l segments oc-
cupies l + 1 track intersections,10 the probability Pnb that
the wire is not blocked can be estimated as

Pnb = (1� f)
l+1

(7)

because none of the intersections may contain a via. If we
retain the assumption of other models that a wire cannot be
routed if its shortest path is blocked (i.e., we do not allow

ripple e�ects), the via impact factor for a wire of length l

could be estimated to be

vi(l) = 1� Pnb = 1� (1� f)
l+1

: (8)

Of course, this new via impact model is far too simple. It
does not even acknowledge that longer wires have more pos-
sibilities for �nding a shorter route (which decreases vi(l)).

A comparison with the experimental results for the aver-
age wirelengths on each layer (Figure 3) indeed reveals that
this simple model overestimates the via impact. However,
the more interesting result is that this simple model seems
to introduce the e�ects of the wirelength in a manner con-

sistent with the general trend of the experimental results.
Therefore, we believe that it is a good basis for future mod-
els, provided that many other e�ects can be accommodated
as well.

10For simplicity, we leave out the previously described e�ect
of turn vias.



5. FUTURE MODEL REQUIREMENTS
Based on the results of our analysis in the previous section,
we can set the following basic requirements for future models
for achievable routing, without claiming we have answers to
all those issues yet.
1. A more thorough understanding of the routing e�ciency

factor. The following should be considered.

� A di�erent e�ciency factor for each layer that takes
into account the congestion di�erences between hor-
izontal and vertical layers. This might be done by
introducing a �ll factor for each layer that accounts

for the amount of space that remains unused.

� The factorization of the routing e�ciency factor as
�r = �n �p �

0

r, where �n covers the routing space reduc-
tion due to the netlist (for an optimal placement and
routing), �p the reduction because of the quality of the
placement tool, and �

0

r the real routing e�ciency. An
accurate model of all those e�ciency factors requires a

thorough understanding of topological properties and
inuences (�n), as well as of the behavior of placement
(�p) and routing (�0

r) tools.

� The use of the minimum Steiner tree length (based on
terminal locations) for successfully routed nets, instead

of the actual routed length, to model and measure the
routing e�ciency.

2. A model that introduces a factor that relates the increase
in Steiner length to an increase in actual length and accounts
for the amount of congestion.

3. A layer assignment model that takes into account more
than one tier for long interconnects.
4. A study to assess the number of turn vias and their impact
on the overall via impact factor.
5. A via impact model that really takes the e�ects on the

wiring into account and considers

� interconnection lengths on the layer (our proposed sim-
ple model should be a good starting point for this);

� the impact of the ripple e�ect; and

� the e�ect of detours on the other wires.

Some of the requirements are, of course, more important

than others. An ordering of the requirements is di�cult.
Based on our results, we believe that the most vital issues
are those related to the routing e�ciency factor and the
fact that the via impact factor should better account for
real wiring phenomena. The distribution of interconnects
over more than 2 layers and the impact of turn vias are

also worth investigating (note that the two problems are
related!). A detailed congestion model is mainly needed for
the calibration of achievable routing models to guide layout
tools, not so much for predictions of the minimal number
of layers. In the latter case, the congestion model could be
another (constant) factor that relates the Steiner length to

the actual length for a fully congested design.
Clearly, a great deal of research remains to be done. Our
point is that any future models must be driven, validated
and calibrated by real-world data.

6. CONCLUSION
Experimental veri�cation of models for achievable routing
is needed in order to accept such models. Highly accu-
rate models are especially needed for interconnect process

optimization, matching interconnect resources to individual

designs at early design stages, or guiding layout tools to so-

lutions predicted by the models. In this paper, we have pre-
sented a way to experimentally analyze models of achievable
routing, and applied the analysis to three existing models.
None of the models seems to be accurate. We have inves-
tigated the reasons for the deviations between experimental
results and identi�ed issues that need to be addressed before

an accurate model can be expected. This leads us to a set of
requirements for future models of achievable routing, as well
as requirements for experimental validation of such models.
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