Comprehensive Modeling Methodologies for NoC Router Estimation

Andrew B. Kahng Bill Lin Siddhartha Nath

Abstract

Networks-on-Chip (NoCs) are increasingly used in many-core architectures. ORION2.0 [18] is a widely adopted NoC power and area estimation tool that is based on circuit-level templates, which use specific logic structures to model implementation of different router components. ORION2.0 estimation models can have large errors (up to 185\%) versus actual implementation, often due to a mismatch between the actual router RTL and the templates assumed, as well as the effects of optimization tools in modern design flows. In this work, we propose comprehensive parametric and non-parametric modeling methodologies that fundamentally differ from logic template based approaches in that the estimation models are derived from actual physical implementation data. Specifically, we propose a new parametric modeling methodology as well as improvements to previous work on non-parametric modeling.

Our work on parametric modeling proposes (1) ORION_NEW models, developed using a new methodology that does not assume any logic templates for router components, (2) the use of parametric regression to fit the new models to post-layout power and area values, and (3) modeling extensions that enable more detailed flit-level power estimation when integrated with simulation tools such as GARNET. The ORION_NEW methodology analyzes netlists of NoC routers that have been placed and routed by commercial tools, and then performs explicit modeling of control and data paths followed by regression analysis to create highly accurate NoC models.

Our work on non-parametric modeling expands on our previous work [17] and demonstrates the use of four widely used non-parametric modeling techniques: Radial Basis Functions, Kriging, Multivariate Adaptive Regression Splines, and Support Vector Machine Regression. The estimation models are also derived from actual physical implementation data. We observe that non-parametric modeling techniques have low overhead and complexity of modeling, and are highly accurate.

When compared with actual implementations, our modeling methodologies achieve average estimation errors of no more than 9.8\% across microarchitecture, implementation, and operational parameters as well as multiple router RTL generators. These methodologies are being implemented in an ORION3.0 distribution [19], [66].

I. INTRODUCTION

Networks-on-Chip (NoCs) have proven to be highly scalable and low-latency interconnection fabrics in the era of many-core architectures, as evidenced by commercial chips such as the Intel 80-core [63], IBM Blue Gene [64] and Tilera TILE-Gx [65] processors. Because of their growing importance, NoC implementations must be optimized for latency and power [41], [5], [31], [28]. To facilitate early design-space exploration, accurate NoC power and area estimators are required.

One widely adopted approach for NoC power and area estimation, as embodied in ORION2.0 [18], is to develop a logic structure template for each NoC router component, namely, for the input and output buffers, crossbar, and switch and virtual channel (VC) arbiters. Despite significant enhancements to improve leakage and clock power modeling, ORION2.0 still produces large estimation errors versus actual implementation. This is because there is often a mismatch between the actual RTL and the templates assumed. Also, typical design flows involve sophisticated design steps that have complex interactions among them, making their effects difficult to characterize. For example, the crossbar is assumed to have a multiplexer tree structure, and the switch and VC arbiter is assumed to be a set of NOR and INV gates. However, after logic synthesis and technology mapping, the actual structure can be quite different. For example, AOI instances may be used instead of NOR and INV gates for the arbiter, and tri-state buffers may be used to implement the crossbar. Logic synthesis may also add buffers for performance optimizations. These synthesis and other design flow transformations are hard to predict.

An alternative approach is to use parametric regression with high-level analytical models. Although regression analysis is performed using actual physical implementation data, previous evaluations of this approach [17] show that high-level parametric regression also leads to large estimation errors because important architecture details are often missing in these analytical models.

To illustrate the degree of inaccuracy, we show in Figure 1(a) power estimation errors at 65nm for both ORION2.0 and the parametric regression approach based on high-level analytical models, as a function of the number of virtual channels in the router. The maximum errors are 185\% and 75\%, respectively. Similarly, in Figure 1(b), we show power estimation errors at 90nm when the flit-width is changed.
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In our present work, we propose comprehensive parametric and non-parametric modeling methodologies that fundamentally differ from approaches like ORION2.0 in that the estimation models are derived from actual post place-and-route (P&R) data that corresponds to the actual RTL generator and target cell library. Following this paradigm, we describe two approaches.

The first is based on parametric modeling. Our work here is a substantial departure from the ORION2.0 approach because no logic template is assumed for any router component block. Instead, for each component block in the router RTL, appropriate parametric models are derived from the post-synthesis netlists by observing how instance counts change with microarchitectural, implementation, and operational parameters. We call these models ORION\textsuperscript{NEW}. We perform least-squares regression (LSQR) with actual post-P&R power and area data to refine these ORION\textsuperscript{NEW} models. The resulting parametric models achieve worst-case errors significantly better than those of ORION2.0 as well as previous non-parametric regression approaches [17]. We describe modeling extensions that enable more detailed flit-level power estimation when integrated with simulation tools such as GARNET [1]. Our parametric modeling methodology does not require the architect or developer to understand how the architectural components are implemented. Rather, the methodology relies on a one-time characterization of post-synthesis data to derive parametric models of component blocks, and automatic fitting of these models to post-P&R data using parametric regression.

The second approach is based on non-parametric modeling, which was first described in [17]. In this approach, estimation models are also derived from actual post P&R layout power and area data that correspond to the actual RTL generator and target cell library. As described in [17], the non-parametric modeling approach is powerful in that it can automatically derive accurate estimation models based on a sample set of post P&R results. In [17], Multivariate Adaptive Regression Splines (MARS) linear splines were used to derive the estimation models. In this work, we extend the ideas of [17] by incorporating four other metamodeling techniques for automatic model generation: Radial Basis Functions (RBF), Kriging (KG), Multivariate Adaptive Regression Splines with cubic splines, and Support Vector Machine (SVM) regression. This non-parametric modeling approach also does not require the architect or developer to understand how the architectural components are implemented.

Our main contributions are as follows:

1) We describe a new parametric modeling methodology that derives accurate parametric models from actual post-synthesis netlists generated from actual router RTLs by observing how instance counts change with microarchitectural, implementation, and operational parameters. The post-synthesis netlists accurately capture contributions from both the control and data paths. The derived models are highly accurate and robust across multiple router RTLs, and across microarchitecture, implementation, and operational parameters.

2) We demonstrate that parametric regression with accurate models can significantly reduce the worst-case error compared to previous template-based approaches as well as non-parametric regression approaches for NoC routers.

3) We demonstrate that popular non-parametric metamodeling techniques, namely, Radial Basis Functions, Kriging, Multivariate Adaptive Regression Splines, and Support Vector Machine regression, can be highly accurate (worst-case errors less than 20%) in NoC power and area estimations.

4) We are the first to propose a detailed, efficient, and fine-grained flit-level power estimation model that seamlessly integrates with full-system NoC simulators.

The remainder of this paper is organized as follows. Section II reviews related work. Section III describes the ORION\textsuperscript{NEW} model. Section IV describes the ORION\textsuperscript{NEW} modeling methodology, and Section IV-C presents our new flit-level power estimation model. Section V provides background on the four metamodeling techniques, and Section VI describes our modeling methodology using these techniques. Section VII presents experimental results to validate our modeling approaches: Section VII-A compares ORION\textsuperscript{NEW} models with ORION2.0 and the non-parametric regression approach in [17], while Section VII-B presents and compares results of the four metamodeling techniques. Section VIII concludes and outlines future
work.

II. RELATED WORK

Previous works have focused primarily on two broad modeling paradigms: (1) architecture-level models using templates for each router component block (crossbar, switch and VC arbiter, and input and output buffers), and (2) RTL and gate-level simulation-driven models. For the first approach, Patel et al. [30] propose a transistor count-based analytical model for NoC power. Large errors can result because router microarchitectural parameters are not considered. ORION [41] and ORION2.0 [18] use microarchitecture and technology parameters for the router component blocks. From our studies as well as from [17], ORION2.0 estimates have very large errors because the models assume logic template structures for router microarchitecture blocks.

The second approach is based on pre-layout (RTL or post-synthesis gate-level) [29], [4], [9], [23] or post-layout [3], [2], [32], [27] simulations. Banerjee et al. [2] report accurate power for a range of routers, but do not present any analytical models for router power. Chan et al. [4] develop cycle-accurate power models with reported average errors up to 20%. Meloni et al. [27] and Lee et al. [23] perform parametric regression analysis on post-layout and RTL simulation results, respectively. Their models are fairly coarse-grained, e.g., they cannot explain sensitivity of power dissipation in each router block to change in load, microarchitecture or implementation parameters.

In the area of flit-level power estimation, Ye et al. [43] and Penolazzi et al. [32] estimate power dissipation using a bit-level model, and Penolazzi et al. [32] propose a static bit-based model to estimate Nostrum NoC power. However, each of these models is tied to a specific router implementation and cannot explain how different bit encodings affect the power consumption in each block within the router. Our flit-level power estimation methodology estimates the power impact for each component block and reports accurate power numbers across different bit encodings in flits.

Non-parametric regression (metamodeling) techniques have been previously used in the field of VLSI and computer architecture. Ipek et al. [13] use Artificial Neural Networks (ANNs) to predict performance of core and memory in the chip-multiprocessor design space. Kriging (KG) has been widely used for spatial correlation modeling of IR drop and on-chip temperature [21], as well as estimation of spatial structure of variability sources, and for variability characterization [34]. Lee et al. [25] use KG to automatically search for an optimal microarchitectural design space to estimate tradeoffs in processor design. Lee et al. [22] use KG to estimate processor power. Multivariate Adaptive Regression Splines (MARS) have been used to model NoC power and area [17], [14]. Support Vector Machine (SVM) regression has been used in performance modeling of analog circuits [20]. SVM classification has been used for fast simulation of rare circuit events to test SRAM [38]. Radial Basis Functions (RBF) have been used to predict crosstalk in interconnects [12]. We choose to explore RBF, KG, MARS and SVM metamodeling techniques in our work because (1) these methods have been used successfully for estimation purposes in VLSI circuit design, and (2) previous reviews have determined that they are more accurate and robust than other available non-parametric modeling techniques [15], [45].

Figure 2 shows the different techniques used to model NoC routers. Our work is highlighted in the orange ovals.

![NoC Modeling Diagram](image)

**Fig. 2.** NoC modeling classification and our work. We use manual fitting (MF) on post-synthesis netlists to generate ORION_NEW models. We use least-squares (LSQR) regression fit of ORION_NEW models with post-layout area and power.
III. ORION_NEW – IMPROVEMENTS TO ARCHITECTURAL MODEL

As shown in Figures 1(a) and (b) of Section I, ORION2.0 [18] and the previous parametric regression techniques [17] have large errors compared to implementation. This is because NoC architecture template-based models are incomplete. They do not consider the impact of frequency scaling, and do not consider more optimized implementations of blocks such as the crossbar.

We now describe the ORION_NEW modeling of each component in a modern on-chip network router. We have developed these models by analyzing post-synthesis and post-P&R netlists of two RTL generators, Netmaker [55] from Cambridge and the Stanford NoC router [56]. (Our methodology is described in detail in Section IV.) Figure 3 shows the component blocks of a router, i.e., crossbar, switch and VC arbiter, and input and output buffers [31]. We model instances (or gates) in each component block because our studies show that accurate estimations of area and power are possible only if the instance modeling is accurate. The microarchitecture parameters used are #Ports ($P$), #VCs ($V$), #Buffers ($B$) and Flit-width ($F$).

![Fig. 3. Router architecture [41].](image)

The new model explicitly accounts for control and data resources in the router. The new modeling elements are
1) tri-state crossbar model;
2) control resources such as FIFO select and decode logic signals in the input and output buffers;
3) additional input buffer resources for delay-optimized arbiters [31];
4) output buffer model to store only head flits;
5) clock and control logic resources; and
6) clock frequency-based derating of total number of instances in the router.

A. Crossbar (XBAR) Model

The crossbar (XBAR) is responsible for connecting input ports to output ports so that all flit bits are transferred to output ports [7]. ORION2.0 crossbar models consider two implementations, matrix [31] and multiplexer tree [18]. The multiplexer tree is the smaller of these in terms of instance counts and area and is modeled as $P \times P \times F$ multiplexers at each level of the tree.

Modern router RTLs such as Netmaker and Stanford NoC use a simpler and smaller crossbar implementation where each flit bit is controlled using a tri-state buffer, which can be modeled as a 2:1 MUX. Hence, the total number of such MUXes required is: $P \times P \times F$. The new model reduces the instance count by a factor of $(P-1)$ when compared to the multiplexer tree implementation.

B. Switch and VC Arbiter (SWVC) Model

The switch and VC arbiter (SWVC) generates control signals for the crossbar such that a connection is established between input buffers to output ports [7]. ORION2.0 adds an overhead of 30% to the arbiter by default. Our analysis indicates that this overhead is not needed with frequencies in the range 400MHz-900MHz for process nodes 45nm to 130nm. Beyond this range of frequency, a derating factor must be applied, which is discussed in Section III-F. The ORION_NEW model for switch and VC arbiter is: $9 \times (P \times (P \times (V^2 + 1) + (V - 1)))$. The constant factor 9 arises because six 2-input NOR gates, two INVerters, and one D-FlipFlop are used to generate one grant signal on each path. The new model removes the overhead factor of 30%.
C. Input Buffer (InBUF) Model

The input buffer (InBUF) holds the entire incoming payload of flits at the input stage of the router for decode [7]. ORION2.0 models only the buffer instances and does not take into account control signals which are needed at this stage for decode; these include FIFO select, buffer enable control signals, and logic for housekeeping such as the number of free buffers available per VC, VC identification tag per buffer, etc. As a result, ORION2.0 underestimates the instances at the input stage of the router.

In ORION_NEW, we model control signals and housekeeping logic in addition to the actual FIFO buffers. Modern routers implement the same stage VC and SW allocation to optimize delay [31], leading to doubling of input buffer resources. Hence, in the new model the number of FIFO buffers is $2 \times P \times V \times B \times F$. The control signals for decoding the housekeeping logic are modeled as: $180 \times P \times V + 2 \times P^2 \times V \times B + 3 \times P \times V \times B + 5 \times P^2 \times B + P^2 + F \times P + 15 \times P$ (as analyzed from the post-synthesis and post-P&R netlists). Each constant factor in the model denotes the number of instances per path. For example, the 180 factor accounts for instances to generate FIFO select signals and flags for each buffer in the $P \times V$ path. The smaller constant factors 2, 3 and 5 account for instances that realize local flags in the decode logic. The factor 15 corresponds to the number of buffers in each FIFO select path of an input port.

D. Output Buffer (OutBUF) Model

The output buffer (OutBUF) holds the head flits between the switch and the channel for a switch with output speedup [7]. ORION2.0 models output buffers in exactly the same way as it models input buffers; this is inaccurate for modern routers that use hybrid output buffers, and leads to an overestimate of the instance count. The output buffers need to store enough flits to match speeds between the switch and the channel. At the output, these buffers are used to stage the flits between the switch and channel when channel and switch speeds mismatch. Instead of using $P \times V \times B \times F$ in ORION2.0, output buffers are proportional to $P \times V$. There are several control signals per port and VC associated with each buffer, which makes the overall instance counts grow in the new model as $P \times (80 \times V + 25)$. The constant factor 80 accounts for the instances used to generate flow control credit signals for each VC, while the constant factor 25 accounts for buffers and flags.

E. Clock and Control Logic (CLKCTRL) Model

The clock and control logic (CLKCTRL) models clock buffers and control logic routing resources as clock frequency scales. ORION2.0 does not model impact on these resources because of frequency scaling. ORION_NEW models these resources as 2% of the sum of instances in the SWVC, InBUF and OutBUF component blocks.

F. Frequency Derating Model

As frequency changes, timing constraints change. To meet setup time at higher frequencies, buffers are inserted which leads to an overall increase in instance counts in the design. ORION2.0 scaling is agnostic to implementation parameters such as clock frequency. This causes large errors in area and instance counts at higher frequencies for component blocks such as SWVC, InBUF and OutBUF. We find that the number of instances in the crossbar does not vary significantly with frequency because there are no critical paths; we thus ignore the effects of frequency on the crossbar.

To derate for frequency, we find the frequency below which instance counts change by less than 1%. In 65nm technology, this is 400MHz for both Netmaker and Stanford NoC routers. We derate instance counts by a multiplier $\Delta Instance$ that is based on this frequency as: $\Delta Instance = \Delta Frequency \times Constant Factor$. The constant factor depends on the amount of control logic versus FIFO for each component block. To account for setup buffers, a fitted constant factor of 1 is used in SWVC and InBUF, and a fitted constant factor of 0.03 is used in OutBUF.

IV. ORION_NEW METHODOLOGY

In this section, we first describe manual and regression-based methodologies that we use to develop the ORION_NEW models; we then describe how we estimate power and area using these approaches. We extend our methodology to flit-level power estimation in Section IV-C. Key elements of our modeling methodology (see details in Table I) include the following.

- Multiple parametrized NoC RTL generators: Netmaker [55] from Cambridge and the Stanford NoC [56].
- Range of values of microarchitecture parameters (#Ports ($P$), #VCs ($V$), #Buffers ($B$) and Flit-width ($F$)) and implementation parameters (clock frequency and technology node).
- Operational parameters for power calculation: toggle rate ($TR$) and static probability of 1’s in the input ($SP$).
- Multiple commercial tools: Synopsis Design Compiler (DC) [46] and Cadence RTL Compiler (RC) [52], with options to preserve module hierarchy after synthesis because we analyze each router component block. We compare instance counts, area and power reported by each tool to ensure that for a given RTL these results do not vary by more than 10%.
- Cadence SOC Encounter (SOCE) [53] with die utilization of 0.75 and die aspect ratio of 1.0 to place and route the synthesized router netlist.
- Synopsis PrimeTime-PX (PT-PX) [47] to run power analysis based on the post-P&R netlist, SPEF [54] and SDC [51].
- MATLAB [57] function lsqnonneg for regression analysis.

Figure 4 shows the flow we use to develop ORION_NEW models for each component block of the router. In Table II, we summarize the ORION_NEW modeling of instance counts of each component block.
TABLE I

<table>
<thead>
<tr>
<th>Stage</th>
<th>Tool</th>
<th>Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>RTL</td>
<td>Netmaker Stanford NoC</td>
<td>ISLAY config default</td>
</tr>
<tr>
<td>µarch</td>
<td>Ports; VCs; BUfs; Flit-Width</td>
<td>( P = {5, 6, 8, 10} ); ( V = {2, 3, 6, 9} ) ( B = {8, 10, 15, 22} ); ( F = {16, 24, 32, 64} )</td>
</tr>
<tr>
<td>Impl</td>
<td>Clock Freq Tech Nodes</td>
<td>( Freq = {400, 700, 1200, 2000} ) MHz ( 45\mu m = \text{OpenPDK45 from NCSU/OSU} ) ( 45\mu m, 65\mu m = \text{TSMC GS, GP resp.} ) ( 90\mu m, 130\mu m = \text{TSMC G, GHT resp.} )</td>
</tr>
<tr>
<td>Op</td>
<td>Toggle Rate Static Prob of 1’s</td>
<td>( TR = {0.2, 0.4, 0.6, 0.8} ) ( SP = {0.0, 0.25, 0.5, 0.75, 1.0} )</td>
</tr>
<tr>
<td>Syn</td>
<td>Synopsys DC (v2009.06-SP2)</td>
<td>\texttt{compile ultra -exact map} \texttt{-no autoungroup -no boundary optimization} \texttt{report_area -hierarchy; report_power -hierarchy default synthesis flow}</td>
</tr>
<tr>
<td>P&amp;R</td>
<td>Cadence RC (vEDI09.12)</td>
<td>\texttt{set default_switching_activity -input_activity TR propagate_activity remaining flow is default}</td>
</tr>
<tr>
<td>Power</td>
<td>Synopsys PT/PA (v2009.06-SP2)</td>
<td>\texttt{set power_enable_analysis true} \texttt{set power_analysis_mode averaged} \texttt{set switching_activity -toggle_count TR} \texttt{-static_probability SP -type inputs} \texttt{read sdc router.sdc; read parasitics router.spef}</td>
</tr>
</tbody>
</table>

Regression MATLAB \texttt{lagnormreg}  

Fig. 4. High-level flow used to develop the ORION_NEW models.

There are two ways to estimate NoC area and power using the ORION_NEW models, as shown in Figure 5. The manual approach is described in Section IV-A, and the regression analysis approach is described in Section IV-B. The benefits of both are described below.

- Both the approaches achieve minimum estimation error when the router RTLs are modular, so that the instance count and area numbers per component block can be calculated.
- The manual approach requires knowledge of process node and finer implementation details such as \((G, LP) \times (HVT, NVT, LVT) \times (bc, wc)\) to correctly select a technology library file. The regression analysis approach, on the other hand, is agnostic of implementation details and only depends on the set of training data.
- The manual approach leads to faster estimation since it only involves technology library lookups and plugging-in of library values into the ORION_NEW models. In contrast, the regression analysis approach requires synthesis and P&R to be performed on the router RTL to generate data points for the training set. On an Intel Core i3 2.4GHz processor,

\(^1\)Toggle rate is defined as the average number of times a signal transitions from high to low (or low to high) per clock cycle. We assume the toggle rate of the clock signal to be 1.
the runtime of the manual approach when used with ORION2.0 code is less than 10ms, whereas the regression analysis approach takes 64 SP&R runs to generate the data points for training.²

• It is extremely difficult to capture fine-grained implementation details in ORION_NEW models, e.g., area and power contribution of wires after routing, and change in coupling capacitance and power after metal fill. These missing details cause large estimation errors versus actual implementation when the manual approach is used. In order to reduce errors with respect to implementation, the regression analysis approach with post-P&R area and power is preferred.

![Fig.5. High-level view of power and area estimation methodology using manual and regression analysis (LSQR) approaches.](image)

### A. Manual Approach to Estimate NoC Power and Area

This approach uses ORION_NEW models along with the technology library file of the process in which the router is to be fabricated. The key ingredients of this approach are

• microarchitecture parameters \( \{P, V, B \text{ and } F\} \) and implementation parameter (clock frequency and technology node);

• cell areas, leakage, internal energy and load capacitance; and

• toggle rate.

ORION_NEW simplifies the design of a NoC, using only a few standard cells. The instance count for each component block for a given set of router microarchitecture parameters is calculated from Table II. Cell area is obtained from technology files. The area calculation, along with TSMC standard-cell names in parentheses, is shown in Table III.

### TABLE III

<table>
<thead>
<tr>
<th>Component</th>
<th>Logic (TSMC Cell Name)</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>XBAR</td>
<td>MUX2 (MUX2D0)</td>
<td>( \text{Area}<em>{\text{XBAR}} \times \text{XBAR}</em>{\text{inst}} )</td>
</tr>
<tr>
<td>SWVC</td>
<td>6 NOR2, 2 INV, 1 DFF</td>
<td>( \text{Area}<em>{\text{SWVC}} \times \text{SWVC}</em>{\text{inst}} )</td>
</tr>
<tr>
<td></td>
<td>(NR2D1, INVD1, DFQD1)</td>
<td></td>
</tr>
<tr>
<td>InBUF +</td>
<td>1 AOI, 1 DFF</td>
<td>( \text{Area}<em>{\text{InBUF}} \times \text{InBUF}</em>{\text{inst}} )</td>
</tr>
<tr>
<td>OutBUF</td>
<td>(AOI22D1, DFQD1)</td>
<td></td>
</tr>
<tr>
<td>CLKCTRL</td>
<td>1 INV, 1 AOI</td>
<td>( \text{Area}<em>{\text{CLKCTRL}} \times \text{CLKCTRL}</em>{\text{inst}} )</td>
</tr>
<tr>
<td></td>
<td>(INVD1, AOI22D1)</td>
<td></td>
</tr>
</tbody>
</table>

²In our simulations we use 64 data points for training and 192 data points to test the model.
Power has three components, that is, leakage, internal and switching. Leakage power is static power when the cell is not transitioning between logic states. It is dependent on current state of the input pins of the cell as well as process corner, voltage, and temperature. Internal and switching power together constitute dynamic power, which varies with operating voltage, capacitive load and frequency of operation. Internal power is the power dissipated inside a cell and consists of short-circuit power and switching power of internal nodes; switching power is the power consumed when a load capacitance on a net is charged and discharged.

In ORION_NEW, toggle rate \((TR)\) is equal to the average toggle rate of all input signals in the crossbar, switch and VC arbiter, and control logic in input and output buffers. We assume that buffer cells toggle at 25% of the input toggle rate, since multiple VCs do not require buffer contents to change in every cycle.

**Leakage power calculation.** For leakage power, the model uses the weighted average of the state-dependent leakage of the cells. Equations (1)-(4) are used to calculate the leakage power of each component block.

\[
P_{\text{leak}_{\text{XBAR}}} = MUX_{\text{leak}} \times XBAR_{\text{insts}} \tag{1}
\]

\[
P_{\text{leak}_{\text{SWVC}}} = \left(\frac{6NOR_{\text{leak}} + 2INV_{\text{leak}} + DFF_{\text{leak}}}{9}\right) \times SWVC_{\text{insts}} \tag{2}
\]

\[
P_{\text{leak}_{\text{BUF}}} = \frac{AOI_{\text{leak}} + DFF_{\text{leak}}}{2} \times (\text{In} + \text{Out})BUF_{\text{insts}} \tag{3}
\]

\[
P_{\text{leak}_{\text{CLKCTRL}}} = \frac{AOI_{\text{leak}} + INV_{\text{leak}}}{2} \times (\text{CLKCTRL})_{\text{insts}} \tag{4}
\]

**Internal power calculation.** For internal power, table lookups in technology library files return the internal energy of a standard cell given its load capacitance\(^3\) and input slew value of \(\approx 5 \times FO4 \text{ delay}^4\) Internal energy is the minimum of the rise and fall energies. Equations (5)-(8) are used to calculate internal power of each component block.

\[
P_{\text{int}_{\text{XBAR}}} = MUX_{\text{int}} \times TR \times XBAR_{\text{insts}} \tag{5}
\]

\[
P_{\text{int}_{\text{SWVC}}} = (6NOR_{\text{int}} + 2INV_{\text{int}} + DFF_{\text{int}}) \times TR \times SWVC_{\text{insts}} \tag{6}
\]

\[
P_{\text{int}_{\text{BUF}}} = (AOI_{\text{int}} + 0.25DFF_{\text{int}}) \times TR \times (\text{In} + \text{Out})BUF_{\text{insts}} \tag{7}
\]

\[
P_{\text{int}_{\text{CLKCTRL}}} = (AOI_{\text{int}} + INV_{\text{int}}) \times TR \times (\text{CLKCTRL})_{\text{insts}} \tag{8}
\]

**Switching power calculation.** For switching power, the load capacitance is calculated as the sum of the input capacitances of pins that are driven by a net and the wire capacitance of the net. The wire capacitance is approximately calculated as a constant factor times the total pin capacitances. This constant factor is set to 1.4 at 65nm and is assumed to decrease by 14% with each successive process node shrink. Equations (9)-(12) are used to calculate switching power of each component block.

\[
P_{\text{sw}_{\text{XBAR}}} = XBAR_{\text{load}} \times TR \times XBAR_{\text{insts}} \tag{9}
\]

\[
P_{\text{sw}_{\text{SWVC}}} = SWVC_{\text{load}} \times TR \times SWVC_{\text{insts}} \tag{10}
\]

\[
P_{\text{sw}_{\text{BUF}}} = (\text{In} + \text{Out})BUF_{\text{load}} \times TR \times (\text{In} + \text{Out})BUF_{\text{insts}} \tag{11}
\]

\[
P_{\text{sw}_{\text{CLKCTRL}}} = (\text{CLKCTRL})_{\text{load}} \times TR \times (\text{CLKCTRL})_{\text{insts}} \tag{12}
\]

**Flow details.** The steps below describe how total area and power are estimated using the ORION_NEW models and equations above.

1) Choose microarchitecture parameters \((P, V, B, F)\), clock frequency, and average toggle rate at inputs.
2) Use models in Table II to calculate the instance count of each component block of the router.
3) Use models in Table III to calculate the area of each router component block. Total area is calculated as the sum of areas of all blocks.
4) Obtain state-dependent leakage of cells from technology library files. Use Equations (1)-(4) to calculate leakage power of each component block. Total router leakage power is calculated as the sum of leakage power of all component blocks.
5) Obtain internal energy of cells from technology library files. Use Equations (5)-(8) to calculate internal power of each component block. Total internal power is calculated as the sum of internal power of all component blocks.
6) Obtain input pin capacitances of cells from technology library files. Use Equations (9)-(12) to calculate switching power of each component block. Total switching power is calculated as the sum of switching power of all component blocks.
7) The total power dissipated by the router is calculated as the sum of total leakage power, total internal power and total switching power.

\(^3\) Load capacitance of a cell depends on its fanout and the cell(s) it drives. We use a fanout of 1. The cells driven depend on the component of the router as shown in Table III. For example, one DFF drives another DFF and one AOI in the input and output buffers. So, the load capacitance of the DFF is the sum of input pin capacitances of one DFF and one AOI.

\(^4\) The FO4 delay is the delay of a minimum-sized INV driving four identical INV instances and is a standard proxy for switching speed in a given process technology. The resulting slew time values are 80 – 100ps for 45nm and 65nm technologies.
B. Regression Analysis Approach to Estimate NoC Power and Area

As another approach to estimation of router area and power, we use parametric regression to fit parameters for cell area, leakage, internal energy, and load capacitance into ORION_NEW models. This approach requires instance counts, area, and total leakage, internal and switching power of each component block of the router from post-P&R results. Options are set in synthesis tools to preserve module hierarchy and names. Constrained least-squares regression (LSQR) is used to enforce non-negativity of coefficients (cell area, leakage, internal energy, load capacitance). We use the MATLAB [57] function lsqnonneg for this purpose, and tool options as given in Table I.

Flow Details. LSQR is applied to fit a model of post-P&R instance counts for each router component block. Our training set has 64 data points. Parametric LSQR is setup as

\[ a_1 \cdot \text{Inst}_{\text{mod}}^{\langle \text{component} \rangle} + a_0 = \text{Inst}_{\text{tool}}^{\langle \text{component} \rangle} \]

where \( \text{Inst}_{\text{mod}}^{\langle \text{component} \rangle} \) is the refined instance count of each component block after LSQR. The refined instance count is used to fit models of post-P&R area and power as

\[ b_1 \cdot \text{Inst}_{\text{mod}}^{\langle \text{component} \rangle} + b_0 = \text{Area}_{\text{tool}}^{\langle \text{component} \rangle} \]

In Equation (14), \( b_1 \) is the fitting coefficient for cell area, and the coefficient \( b_0 \) accounts for the routing overhead.

We model leakage, internal, and switching power using the above equations. We observe that average error can change by 3% in either direction by omitting the instance count refinement step. Note that it is necessary to perform per-component LSQR; if LSQR is performed for the entire router’s area or power, large errors result because multiple components have the same parametric combination of \((P, V, B, F)\). Failing to separate these contributors to area or power can result in large errors, e.g., at 65nm we have experimentally observed worst-case errors of 296% for power and 557% for area. Thus, it is important to preserve module hierarchy during synthesis in the model development flow.\(^5\)

C. Extension to Flit-Level Power Modeling

The dynamic power models used in ORION2.0 and ORION_NEW do not consider bit encodings in a flit, which can lead to significant errors in dynamic power estimation. As an example, consider two encodings with two consecutive 8-bit flits, where every flit has exactly four bits as 1. In the first encoding, the two consecutive flits are \(0b11110000\) and \(0b11110000\). In the second encoding, the two consecutive flits are \(0b11110000\) and \(0b00001111\). In the first encoding, there are no toggles per consecutive flits, whereas in the second encoding there are eight toggles per consecutive flits. Clearly, the second encoding will lead to higher dynamic power than the first one. To model this effect, we use the flow shown in Figure 6. Before using a testbench, the netlists must pass an equivalence check using tools such as Synopsys Formality [48]. We inject different bit encodings in the input during simulation over 10000 cycles using GARNET [1], and the resultant VCD (Value Change Dump) is validated using a waveform analyzer such as Synopsys DVE [49]. A satisfactory VCD is used as input to Synopsys PrimeTime-PX [47] to obtain power values. Regression analysis is performed using the tool-reported power values with the ORION_NEW estimates to obtain an enhanced ORION_NEW model for flit-level power estimation. These models may be invoked by NoC full-system simulators such as GARNET to obtain very accurate estimates.

V. NON-PARAMETRIC REGRESSION FOR ESTIMATION

Non-parametric regression techniques provide another approach to estimate NoC power and area [17]. Such techniques can considerably reduce modeling efforts because they require only the microarchitectural, implementation, and operational parameters as input variables. The models determine the interactions between these input variables and how they affect the output (or response). This alleviates the effort needed to model a NoC, as details of architecture-level implementations are avoided. At the same time, non-parametric regression approaches are scalable across multiple router RTLs. We now give a brief background on four widely used non-parametric regression or metamodeling techniques.


\(^5\)Use of hierarchical synthesis in general leads to lower instance counts, standard-cell area, and total power as compared with flat synthesis results. This comes at the cost of frequency (timing slack), since flat optimization across module boundaries can sometimes achieve better timing results. For our selection of microarchitect and implementation parameters, hierarchical synthesis on average has 35% fewer instances, 48.8% less standard-cell area and 49.4% less total power — along with 8% less timing slack — compared with flat synthesis. The runtimes for hierarchical and flat synthesis are within 5% of each other.
purposes are Artificial Neural Networks (ANN), k-Nearest Neighbors (kNN), b-Splines, Radial Basis Functions (RBF), Kriging (KG), Polynomial Regression (PR), Support Vector Machine Regression (SVM) and Multivariate Adaptive Regression Splines (MARS) [45], [15], [44]. Recent [45] as well as previous studies [15] show that RBF, KG, and MARS models have higher estimation accuracy than others. Jin et al. [15] show that RBF excels in accuracy and robustness for sparse as well as dense training data points whereas MARS and KG have high accuracy for dense training sets.\(^6\)

A. Radial Basis Functions (RBF)

Radial Basis Functions are hidden unit transfer functions in a linear neural network. The model uses a series of basis functions which are symmetric and centered at each training data point. Their response decreases monotonically and smoothly with distance from a central point [33]. The distance between two points is determined by the difference of coordinates and a set of scaling parameters. RBFs form a bridge between modern kernel methods and older fitting technologies [11]. The RBF model is represented as

\[
\hat{y}(x) = \mu + \sum_{i=1}^{N} a_i \phi \left( \frac{\| x - x_i \|}{r_i^2} \right)
\]

where where \(\hat{y}(x)\) is the predicted response, \(N\) is the number of training data points, \(r_i\) are the scaling parameters, \(x_i\) is the center, \(\mu\) is either a polynomial model or a constant value, \(\phi\) is the basis function, and \(a_i\) are the coefficients of the basis functions calculated by solving a linear system. Popular choices for basis functions are shown in Table IV.

<table>
<thead>
<tr>
<th>Table IV</th>
<th>RBF: Basis Functions. (c = center, r = scale parameter)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Function</td>
</tr>
<tr>
<td>GAUSS</td>
<td>(\phi(x, c, r))</td>
</tr>
<tr>
<td>CUBIC</td>
<td>(\phi(x, c))</td>
</tr>
<tr>
<td>CAUCHY</td>
<td>(\phi(x, c))</td>
</tr>
<tr>
<td>MULTIQUADRIC</td>
<td>(\phi(x, c, r))</td>
</tr>
</tbody>
</table>

The RBF model works in two phases – (1) the forward selection phase, which starts with an empty subset, adds one basis function at a time, and minimizes the sum of squared error until a stopping criterion is reached, and (2) the backward selection phase, which starts with a full subset, removes one basis function at a time, and minimizes the sum of squared error. A generalized cross validation (GCV) mechanism is used to make the model generalizable so that it minimizes estimation errors on future input.

In our work, we use an academic RBF MATLAB toolbox, rbf2 [60]. We use global ridge regression with Gaussian and multiquadric basis functions with GCV for generalization. Gaussian basis functions are chosen when the training set is sparse.

\(^6\)We define a training set as sparse if it contains at most 20\% of the total data points. We define a training set as dense if it contains at least 30\% of the total data points.
The scaling parameter \( r \) also depends on the size of the training set. When the training set is dense, \( r \) is chosen to be less than 1, whereas when the training set is sparse, \( 0.5 \leq r \leq 2 \).

B. Kriging (KG)

Kriging is a special kind of interpolation function that uses correlation between neighboring points in the training data points to estimate the response at some other arbitrary point. Kriging models a deterministic response as a realization of a stochastic process\(^7\)

\[
\hat{y}(x) = f(\beta, x) + \epsilon(x) \tag{17}
\]

where \( f(\beta, x) \) expresses the deterministic part of the response, and \( \epsilon(x) \) is a random function which expresses the deviation of \( \hat{y}(x) \) from the actual response \( y \). \( f(\beta, x) \) is a linear combination of \( k \) known functions and is a realization of a regression model given by

\[
f(\beta, x) = \beta_1 f_1(x) + \beta_2 f_2(x) + \cdots + \beta_k f_k(x) \tag{18}
\]

where the coefficients \( \beta_i \), \( i = 1, \ldots, k \) are regression parameters or weights.

Once the Kriging model is built, it is used to predict response at arbitrary points which are not in the training data points. In general, a linear predictor is used [24], i.e.,

\[
\hat{y}(x) = f(x)^T \beta^* + r(x)^T \gamma^*
\]

where \( \beta^* \) and \( \gamma^* \) are weights determined from the training data points, \( f(x)^T \) is the regression model, and \( r(x)^T \) is the correlation model. Linear forms of the regression model are widely used [35] and can be polynomials of order 0 (constant), 1 (linear) or 2 (quadratic). Widely used correlation models are one-dimensional [24] and take the form

\[
R(\theta, w, x) = \prod_{j=1}^{N} R_j(\theta, d_j) \tag{20}
\]

where \( N \) is the size of the set of training data points, and \( d_j = w - x \) is the deviation between the neighboring points. Some common choices of \( R_j(\theta, d_j) \) are shown in Table V. In all these models the correlation decreases as \( |d_j| \) decreases, and larger values of \( \theta \) lead to faster decrease.

<table>
<thead>
<tr>
<th>Function Name</th>
<th>( R_j(\theta, d_j) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP</td>
<td>( e^{-\theta</td>
</tr>
<tr>
<td>GAUSS</td>
<td>( e^{-\theta d_j^2} )</td>
</tr>
<tr>
<td>LIN</td>
<td>( \max{0, 1 - \theta</td>
</tr>
<tr>
<td>SPHERICAL</td>
<td>( 1 - 1.5\xi_j + 0.5\xi_j^2, \quad \xi_j = \min{1,</td>
</tr>
<tr>
<td>CUBIC</td>
<td>( 1 - 3\xi_j^2 + 2\xi_j^3, \quad \xi_j = \min{1,</td>
</tr>
<tr>
<td>SPLINE</td>
<td>( 1 - 15\xi_j^2 + 30\xi_j^3, \quad \xi_j \leq 0 )</td>
</tr>
<tr>
<td></td>
<td>( 1.25(1 - \xi_j)^3, \quad 0 &lt; \xi_j &lt; 1 )</td>
</tr>
<tr>
<td></td>
<td>( 0, \quad</td>
</tr>
</tbody>
</table>

C. Multivariate Adaptive Regression Splines (MARS)

Multivariate Adaptive Regression Splines is a flexible regression modeling technique for high-dimensional input data, that is, for a large number of input variables [11]. The model is a product of spline basis functions, and is constructed using an iterative forward and backward approach. The number of basis functions, product degree, and knot\(^8\) locations are determined automatically using the training data points during iterative steps. The MARS model is represented as a sum of basis functions

\[
\hat{y}(x) = c_0 + \sum_{i=1}^{l} c_i f_i(x) \tag{21}
\]

\(^7\)Least squares regression (LSQR) fit assumes the residue to have Gaussian distribution with zero mean and constant variance, whereas Kriging models the residue as a stochastic process [21]. This allows Kriging to reduce the estimation error better than LSQR.

\(^8\)Knot is the value of an input parameter that causes a piecewise linear segment to changes its slope.
where $I$ is the number of basis functions besides the constant basis function $f_0(x) = 1$, $c_0$ is the coefficient of the constant basis function, and $c_i$ are the coefficients of each of the $I$ basis functions. These basis functions are of the form

$$f_i(x) = \prod_{j=1}^{I} [b_{ji} (x_{v(j,i)} - t_{ji})]_+$$

where $J$ is the number of input variables, $J_i$ is the number of interactions between variables in the $i^{th}$ basis function, $b_{ji} = \pm 1$, $x_{v(j,i)}$ is the $v^{th}$ input variable, $1 \leq v(j,i) \leq J$, $t_{ji}$ is the knot location on each of the corresponding variables, and the subscript "+" denotes the positive part of a truncated power function.

MARS works in two passes. The forward pass starts with a knot, then basis functions are repeatedly added in pairs to the model until the number of added basis functions reaches $I$, which is an input to the model. The forward pass usually results in an overfit, so it is followed by a backward pass that prunes the model with better ability to generalize using a GCV mechanism [8], given by

$$GCV(M) = \frac{1}{N} \sum_{p=1}^{N} [y_p - \hat{y}(x_p)]^2 \left[1 - \frac{C(M)}{N}\right]^2$$

where $N$ is the number of training data points, $y_p$ is the actual response, $\hat{y}(x_p)$ is the predicted response for the input $x_p$, $M$ is the number of non-constant basis functions, and $C(M)$ is the complexity penalty to avoid overfitting and is typically the number of parameters being fitted. The GCV criterion is a mean squared residual fit to the training data times a penalty to account for the increased variance associated with increasing model complexity.

In our work, we use an academic MARS MATLAB toolbox, ARESLab [58]. We use both cubic as well as linear splines to fit the training data points. As indicated in Table VI below, for all sizes of the training data set, we set the maximum number of basis functions to 50 and the maximum degree of interactions between input variables to three. There are four variables ($P, V, B, F$) in the input, and the maximum degree of interactions is typically chosen to be one less than the number of input variables [14].

D. Support Vector Machine Regression (SVM)

Regression based on Support Vector Machine is an adaptation of the popular SVM classification model [11], [39], [10]. The objective is to minimize a loss function such as, Huber, $\varepsilon$-insensitive, or quadratic. The SVM model can be represented as [11]

$$\hat{y}(x) = c_0 + \sum_{i=1}^{M} c_i h_i(x)$$

where $c_0$ and $c_i$ are coefficients to be determined by minimizing the loss function, $h_i$ are the basis functions, and $M$ is the maximum number of basis functions added by the kernel method. We use the Huber loss function [10]

$$L_{\text{Huber}}(\hat{y}(x) - y) = \begin{cases} \frac{1}{2} (\hat{y}(x) - y)^2 & \text{if } |\hat{y}(x) - y| \leq \mu \\ \mu |\hat{y}(x) - y| - \frac{\mu^2}{2} & \text{otherwise} \end{cases}$$

where $\mu$ is a pre-chosen error bound. To determine the coefficients of the basis functions, the following function is minimized

$$\min_{\{c_i\}} \sum_{i=1}^{M} L_{\text{Huber}}(\hat{y}(x) - y) + \frac{C}{2} ||c_i||$$

where $C$ is a pre-chosen cost penalty.

In our work, we use the LIBSVM [61] toolbox for MATLAB. We use the Huber loss function as the optimal regression function to minimize the mean squared error of the model. We set the cost parameter as the maximum difference of the responses in the training data points, and we use RBF as the kernel method to generate basis functions as shown in Table VI.

VI. METAMODELING METHODOLOGY

We now describe how we use the metamodeling techniques described in Section V to estimate NoC area and power. We first perform synthesis using Synopsys Design Compiler [46], followed by place and route using Cadence SOC Encounter [50], of the Netmaker [55] router RTL. Next, we generate area and power reports of these designs to use as training and test data points. Figure 7 shows our synthesis and P&R flow, Table I lists the architecture, implementation, and operational parameters, and Table VI lists the tool options used in our experiments. We generate 256 data points for our experiments. We use two sampling methodologies to generate the training sets – a modified Latin Hypercube Sampling (LHS) [15], and a restricted sampling methodology which samples only values from the lower ranges of the parameters ($B, V, P, F$). Our LHS methodology (for 64 data points of four variables) is as follows.

\footnote{We compared results of ARESLAB with a commercial MARS tool from Salford Systems [59] and found that estimation errors of both these tools are similar.}
1) Generate 64 normalized LHS samples over four parameters using the MATLAB command `lhsdesign(64, 4)`.
2) Maximize the minimum distance between samples by using the MATLAB command `bsxfun` [62].
3) Map the samples generated in the previous step to our ranges of $B$, $V$, $P$ and $F$ parameters by selecting the value which is closest to the sample.
4) Adjust the frequency of the values to make the samples uniformly distributed across our range of values for $B$, $V$, $P$ and $F$ so that each of them occurs the same number of times in the training set.

The restricted sampling methodology does not include higher values of the microarchitectural parameters in the training set. More precisely, the resulting training sets omit all values of $\{B=7\}$, or of $\{P=9\}$, or of $\{V=7\}$, or of $\{F=64\}$.

Unlike previous approaches using MARS [17], we model leakage, internal, and switching power separately. This results in more accurate fit of the training data because each of these components of power does not change in the same fashion with microarchitectural, implementation, and operational parameters. Figure 8 shows the flow of our methodology.

---

**Fig. 7.** Implementation flow to generate training and test data points.

**Fig. 8.** Area and power modeling and prediction flow.

We assess the goodness of fit of RBF, KG, MARS and SVM models using three metrics.

- **Magnitude of Mean Error** (MME): This is the mean of the magnitude of errors at each predicted output using the test data points.
- **Root Mean Square Error** (RMSE): This is the square root of the mean of the sum of squared error for the predicted outputs using the test data points.
TABLE VI
METAMODELING METHODOLOGY: TOOLS AND PARAMETERS

<table>
<thead>
<tr>
<th>Stage</th>
<th>Tool</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>LHS</td>
<td>MATLAB bsxfun</td>
<td></td>
</tr>
</tbody>
</table>
| KG    | DACE | Reg model = \{Order 1 and 2 Poly\}  
Corr model = \{EXP, GAUSS, 0 = \{40\} |
| RBF   | RBF2 | Type = \{Ridge Regression\}  
Func. Type = \{GAUSS, MULTIQUADRATIC\}  
2 ≤ \(r\) ≤ 0.5 |
| MARS  | ARESLAB | Max Basis Funcs = \{50\}  
Max Interactions = \{3\}  
Spline Type = \{linear, cubic\} |
| SVM   | LIBSVM v3.12 | Type = \{nu-SVR\}  
Kernel = \{RBF\} |

- **Maximum Error (MAXE)**: This is the maximum of the magnitude of errors at each predicted output using the test data points. We include this metric to give a sense of the worst-case error, which is of practical concern for hardware designers and computer architects.

VII. VALIDATION AND RESULTS

In this section, we discuss our validation and results of (1) ORION_NEW, (2) ORION_NEW with parametric regression, and (3) metamodeling techniques. We calculate the magnitude of percentage estimation error as \(\text{Error\%} = \text{ABS}(\text{TOOL} - \text{MODEL}) \times 100 / \text{MODEL}\).

A. Results of ORION_NEW

We set up experiments as described in Table I of Section IV. We use parameters and tools for our experiments as listed in Table I. We discuss the results in two parts, (1) ORION2.0 versus ORION_NEW estimation of area and power, and (2) impact of our regression analysis approach versus the approach used in prior work of [17]. Comparisons are made with respect to post-P&R instance counts, power and area outcomes, and both router RTL generators, Netmaker [55] and Stanford NoC [56].

1) **ORION2.0 versus ORION_NEW Comparisons.** Since the instance counts per component are at the core of the ORION_NEW model, we compare ORION2.0 estimates of instance (or gate) counts, as well as the ORION_NEW model estimates, with implementation (post-P&R) for each component block. Figures 9(a), 10(a), and 11(a) show the large errors in ORION2.0 for crossbar, output buffer and input buffer respectively, and Figures 9(b), 10(b), and 11(b) show the significant reduction in estimation errors for these components with ORION_NEW models. ORION2.0 and ORION_NEW are plotted in different graphs because of the large errors in instance counts for ORION2.0.
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Fig. 9. (a) XBAR with #ports: ORION2.0 vs. implementation. (b) XBAR with #ports: ORION_NEW vs. implementation.

Fig. 10. (c) Output buffer with #VCs: ORION2.0 vs. implementation. (d) Output buffer with #VCs: ORION_NEW vs. implementation.

Fig. 11. (e) Input buffer with flit-width: ORION2.0 vs. implementation. (f) Input buffer with flit-width: ORION_NEW vs. implementation.

ORION2.0 modeling of instance counts for a component does not consider implementation parameters such as clock frequency. As a result, the instance counts do not scale when frequency is changed, even though at higher frequencies buffers are typically inserted to meet tight setup time constraints. Our ORION_NEW models apply a frequency derating factor to the instance models for component blocks as described in Section III-F. Figures 12(a) and (b) respectively show results for output and input buffer component blocks; the incorrect estimates by ORION2.0 contrast sharply with the estimates from ORION_NEW, which are very close to actual implementation.
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Table 13 summarizes ORION2.0 and ORION_NEW estimation errors with respect to Netmaker and Stanford NoC post-P&R area. Higher error values are highlighted in red. Figures 14(a) and (b) plot the estimation errors for power and area respectively.
Fig. 12. (a) Output buffer with clock frequency: ORION2.0 vs. ORION_NEW. (b) Input buffer with clock frequency: ORION2.0 vs. ORION_NEW.

<table>
<thead>
<tr>
<th>Component</th>
<th>Avg Error: Total Area</th>
<th>Max Error: Total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>NEW</td>
<td>2.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Component | Avg Error: #Instances | Max Error: #Instances |
XBAR       | 86.10%                | 2.10%                 |
|           | 93.10%                | 3.00%                 |
| SWVC      | 12.30%                | 12.30%                |
|           | 35.40%                | 35.40%                |
| InBUF     | 270.70%               | 8.00%                 |
|           | 417.30%               | 19.30%                |
| OutBUF    | 69.00%                | 13.60%                |
|           | 80.60%                | 27.80%                |
| Overall   | 109.50%               | 8.80%                 |

Fig. 13. Instance counts and area error comparison of ORION2.0 vs. ORION_NEW.

at 45nm and 65nm technology nodes after applying the regression fitting approach described in Section IV-B. We see that ORION_NEW estimates are very close to actual implementation (average error of 9.8% in estimating Netmaker power at 45nm) and are robust across multiple microarchitecture, implementation parameters, and router RTLs.

Next, we analyze the impact of flit-level power modeling as described in Section IV-C. To capture the effect of running simulations with input vectors having different bit encodings (shown in Figure 6), we use options in Synopsys PrimeTime-PX [47] to vary toggle rates and bit encodings in the input. We run simulations using four different toggle rates (0.2, 0.4, 0.6, and 0.8) and four different encodings of 1’s in 32-bit input flits. We observe that leakage power is not dependent on bit encodings (changes by less than 2%). However, dynamic power varies by up to 30% (on average) depending on bit encodings in each flit. ORION2.0 models are incomplete because they consider only the flit arrival rates in the dynamic power estimation models. Figure 15 compares dynamic power estimation error of ORION2.0, ORION_NEW, and ORION_NEW with flit-level power models. We observe that by using flit-level power models, average dynamic power estimation error can be within 12%.

2) Impact of our regression analysis approach. In Section IV-B, we describe our parametric regression analysis approach using the ORION_NEW models. As seen from the above results (Section VII-A1), the ORION_NEW models are accurate across microarchitecture, implementation, and operational parameters. With these accurate models, regression analysis can minimize errors and generate accurate fitting coefficients. The previous parametric regression approach [17] reports large errors because underlying ORION2.0 models do not model control path elements. The non-parametric regression approach of [17] using MARS achieves reduced average power modeling errors of 5.82% at 65nm and 5.65% at 90nm, and reduced average area errors of 5.41% at 65nm and 5.01% at 90nm. In our work, we use parametric regression analysis but with accurate ORION_NEW models. Our average errors are similar to [17]; however, our maximum error for power (resp. area) is reduced from 59.41% to 24.42% (resp. from 61.84% to 30.30%) at 65nm. At 90nm the reduction of maximum power (resp. area) error is from 60.15% to 28.04% (resp. from 60.07% to 19.36%). The reduction of maximum estimation error is significant because NoC designers and architects care about worst-case accuracy.
Fig. 14. ORION_NEW with regression fit vs. ORION2.0: (a) power estimation error and (b) area estimation error.

B. Results of Metamodeling Techniques

We set up experiments for each of the metamodeling techniques using the parameters, tools, and methodology as described in Table VI and Section VI. We generate 256 data points of post-P&R power and area values using 45nm and 65nm technology libraries. The input variables to all the models are $P$, $V$, $B$, and $F$ and the responses are post-P&R power and area. We use the sampling methodology described in Section VI to generate training sets of three sizes.

- 50 data points – sparse and restricted,
- 64 data points – sparse, and
- 102 data points – dense.

We use the sparse and restricted training set to test the accuracy of models in estimating area and power for input parameters which are beyond the range of values used for training. In each experiment, model generation takes around 3s and response estimation takes around 1.88s. We repeat all experiments 10 times for each training set size, and report the averages of all the error values across the 10 trials.

We present the results of metamodeling techniques as (1) comparisons among the techniques used, (2) comparisons against MARS with linear splines [17], and (3) comparisons against parametric regression techniques [16].

1) Metamodeling accuracy. Figures 16(a) and (b) show the percentage errors observed in estimating standard-cell area at 65nm and 45nm. With a dense training set, RBF, KG and MARS have similar maximum estimation errors of around 20%. SVM, on the other hand, has maximum estimation errors of 37.8% at 45nm and 25% at 65nm. The average estimation errors of all these models are less than 10.7%, with SVM having higher average estimation error than RBF, KG and MARS. With a sparse training set (64 data points), RBF and KG have higher accuracies than MARS and SVM. RBF always performs better than KG, MARS, and SVM with a sparse and restricted training set (50 data points). Figure 16(b) shows that with a sparse and
Fig. 15. Comparison of dynamic power estimation error using (1) ORION2.0, (2) ORION_NEW, and (3) ORION_NEW with flit-level power models.

restricted training set the maximum estimation error is less than 12.8% for RBF, whereas the maximum estimation errors are more than 32% for KG, MARS, and SVM. The accuracies of these models in estimating power are similar to their accuracies in estimating area, as shown in Figures 17(a) and (b). With a sparse and restricted training set, RBF can be three times more accurate than KG, SVM and MARS. RBF and KG have similar errors for sparse as well as dense training sets. Across all training set sizes used in our experiments, we observe that area and power estimation errors are the smallest for RBF and are the highest for SVM.

Fig. 16. Area estimation accuracy of metamodeling techniques at (a) 65nm and (b) 45nm.

Fig. 17. Power estimation accuracy of metamodeling techniques at (a) 65nm and (b) 45nm.

Fig. 18. Comparison with estimation errors of [17] at 65nm: (a) area, and (b) power. Minimum errors are too small to appear in the plot.

2) Comparison of MARS linear and cubic splines. Prior work in [17] uses MARS with linear splines to model NoC area and power, and reports maximum estimation errors of around 60% at 65nm. We use MARS with cubic splines in our experiments. Figures 18(a) and (b) compare area and power at 65nm with our metamodeling techniques. In general, our maximum estimation errors are smaller than those of [17] across all the techniques. In particular, our estimation errors (maximum, average and minimum) for MARS are smaller than in [17]; this is because cubic splines are better than linear splines in minimizing estimation errors. Figures 19(a) and (b) show that cubic splines perform better than linear splines across different technologies and training set sizes. With a sparse training set at 65nm, the maximum area (resp. power) estimation error is 24.8% (resp. 19.7%) with cubic splines, whereas it is 33.6% (resp. 28.3%) with linear splines.

3) Comparison with parametric regression. We use a sparse training set of 64 data points to estimate area and power using the parametric LSQR technique used to fit parametric models of router component blocks in [16]. Figures 20(a) and (b) compare
the maximum and average estimation errors of the metamodeling techniques with estimation errors of parametric models fitted using LSQR (NEW in the figures). We observe that the maximum area estimation error for NEW is similar to the maximum area estimation error for RBF at 45nm, whereas the average area estimation error for NEW is similar to the average area estimation errors for RBF and KG at both 65nm and 45nm. The maximum estimation error for NEW at 45nm is smaller than the maximum estimation errors of KG, MARS and SVM for both area and power. At 65nm, the maximum power estimation error for NEW is slightly higher than the maximum power estimation errors for RBF, KG and MARS. In general, we observe that the estimation errors for NEW and RBF are smaller than those for KG, MARS, and SVM. The average estimation error for NEW is less than 8% and its maximum estimation error is less than 25% at both 65nm and 45nm.

Figures 21(a) and (b) compare the maximum and average flit-level power estimation errors of metamodeling techniques with ORION\_NEW flit-level power models fitted with post-P&R dynamic power using parametric regression (NEW in the figures). We use a sparse and restricted training set of 50 data points for all the modeling techniques in this experiment. We observe that NEW is more accurate than all the metamodeling techniques. This is because flit-level power estimation requires fine-grained modeling of the component blocks in a router. Fine-grained modeling allows accurate estimation of dynamic power dissipation in each component block for different bit encodings in flits. The metamodeling techniques cannot estimate flit-wise power dissipation of each component block because they fit the training data points by treating the router as a black box. Therefore, estimation errors are large when fitting data points with different flit-level bit encodings. We observe that both maximum and average estimation errors for SVM, KG, and MARS are significantly higher (> 80%) than those for NEW (17.6%). RBF is the only technique whose average estimation error is similar to the average estimation error for NEW.

Figures 21(a) and (b) compare the maximum and average flit-level power estimation errors of metamodeling techniques with ORION\_NEW flit-level power models fitted with post-P&R dynamic power using parametric regression (NEW in the figures). We use a sparse and restricted training set of 50 data points for all the modeling techniques in this experiment. We observe that NEW is more accurate than all the metamodeling techniques. This is because flit-level power estimation requires fine-grained modeling of the component blocks in a router. Fine-grained modeling allows accurate estimation of dynamic power dissipation in each component block for different bit encodings in flits. The metamodeling techniques cannot estimate flit-wise power dissipation of each component block because they fit the training data points by treating the router as a black box. Therefore, estimation errors are large when fitting data points with different flit-level bit encodings. We observe that both maximum and average estimation errors for SVM, KG, and MARS are significantly higher (> 80%) than those for NEW (17.6%). RBF is the only technique whose average estimation error is similar to the average estimation error for NEW.

VIII. CONCLUSIONS AND FUTURE WORK

Accurate modeling for NoC area and power estimation is critical to successful early design-space exploration in the era of many-core computing. ORION2.0, while very popular, has large errors versus actual implementation. This is because there is often a mismatch between the actual router RTL and the templates assumed. Also, typical design flows involve sophisticated optimizations that are difficult to characterize. In this work, we propose comprehensive parametric and non-parametric modeling techniques to accurately estimate NoC power and area. Our parametric models, ORION\_NEW, explicitly account for control and data path resources. We propose a new methodology that we used to develop the ORION\_NEW parametric models from post-synthesis netlists. We further refine these parametric models by performing least-squares regression analysis (LSQR) on post-P&R data. We demonstrate that accurate parametric models and LSQR can reduce the worst-case estimation errors by more than 50% as compared to previous non-parametric regression models for NoC routers [17]. We are also the first to propose detailed flit-level power estimation models that can seamlessly integrate with full-system NoC simulators such as GARNET.

For non-parametric regression (or metamodeling), we use four popular techniques – RBF, KG, MARS, and SVM. Our results show that these techniques can be low-overhead and highly accurate in estimating NoC power and area. We describe two methodologies to generate training sets to test the accuracy and robustness of these techniques. Among these four techniques, RBF proved to be the most accurate and robust across technologies and training set sizes. However, these techniques are not accurate for detailed flit-level power modeling because they cannot model flit-level power dissipation in each component block of the router. The ORION\_NEW model fitted with post-P&R dynamic power using parametric regression provides more accurate estimates of flit-level dynamic power compared to these metamodeling techniques.
We validate robustness of our modeling methodologies across multiple router RTLs, and across microarchitecture, implementation, and operational parameters. We conclude that our modeling methodologies are highly accurate with average errors $\leq 9.8\%$. Implementations of our modeling methodologies are being made available for download in an ORION3.0 distribution [19], [66]. We plan to extend our work to accurately model link power by incorporating link signaling elements such as differential signaling, scrambling, serdes, equalization and 3D routing.
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