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Abstract

We address the efficient construction of interconnection trees with near-optimal delays. We study the accuracy and fidelity of easily-computed delay models with respect to detailed simulation (e.g., SPICE-computed delays). We show that Elmore delay minimization is a high-fidelity interconnect objective for IC interconnect technologies, and propose a greedy low delay tree (LDT) heuristic which for any monotone delay function can efficiently minimize maximum delay. For comparison, we also generate optimal routing trees (ORTs) with respect to Elmore delay, using branch-and-bound search. Experimental results show that the LDT heuristic approximates ORTs very accurately: for nets with up to 7 pins, LDT trees have a maximum sink delay within 2.3% of optimum on average. Moreover, compared with minimum spanning tree constructions, the LDT achieves average reductions in delay of up to 35% depending on the net size.

1 Introduction

Over the last several decades, interconnection delay has had an increasing impact on circuit speed, and now contributes up to 70% of the clock cycle in the design of dense, high-performance circuits [16]. Thus, performance-driven physical layout has become central to the design of leading-edge digital systems. Early work focused on performance-driven placement, with the usual objective being the close placement of cells in timing-critical paths, e.g., [5] [10] [11].

Once a module placement has been fixed, timing-driven interconnection algorithms are required. For a given signal net, the typical objective has been to minimize the maximum signal delay to any sink. Many approaches have appeared in the literature, e.g., the static timing approach of Dunlop et al. [6] and the hierarchical approach of Jackson, Kuh and Marek-Sadowska [8]. Methods for designing interconnection trees include A* heuristics by Prasstutrakul and Kubitz [12] using the Elmore delay formula; simultaneous tree cost and radius minimization by Cong et al. [3] and by Alpert et al. [1]; use of rectilinear Steiner arborescences by Cong et al. [4]; and “critical sink” routing by Boese et al. [2].

Previous methods have often relied on simple geometric delay abstractions, e.g., tree cost or tree radius. In contrast, we begin our work from “first principles”: we seek a model of delay that is both algorithmically tractable and has high fidelity with respect to SPICE computed delays. We study the Elmore delay formula [7] and find it to be a high-fidelity routing objective. Because exhaustive enumeration of all possible routing topologies is infeasible for minimizing Elmore delay, we complement our studies of fidelity with a practical, greedy construction (the Low-Delay Tree, or LDT heuristic). In our simulations, the Elmore-based LDT solutions closely match (to within 2.3%, on average) the delays of Elmore-optimal spanning-tree solutions. LDT routings also give delay reductions of up to 35% compared to traditional minimum spanning tree constructions depending on the size of the net.

2 Tree Delay Minimization

A signal net \( N = \{n_0, n_1, \ldots, n_k\} \) is a fixed set of pins in the Manhattan plane to be connected by a routing tree \( T(N) \), which is a spanning tree over \( N \). Pin \( n_0 \) is the source, and the remaining pins are sinks. Each edge \( e_{ij} \) in \( T(n) \) has an associated edge cost, \( d_{ij} \), equal to the Manhattan distance between its two endpoints \( n_i \) and \( n_j \); the cost of \( T(n) \) is the sum of its edge costs. We use \( t(n_i) \) to denote the signal propagation delay from the source to pin \( n_i \). Our goal is to construct an “optimal routing tree” (ORT), which minimizes the maximum source-sink delay.

**Optimal Routing Tree (ORT) Problem:** Given a signal net \( N = \{n_0, n_1, \ldots, n_k\} \) with source \( n_0 \), construct a routing tree \( T(N) \) such that its tree delay \( t(T(N)) = \max_{i=1}^{k} t(n_i) \) is minimized.

The specific routing tree that solves the ORT problem will depend on the method used to estimate delay. Generally, the circuit simulator SPICE is regarded as the best tool for obtaining precise estimates of interconnect delay. However, the computation times required by SPICE are very large. The linear delay approximation has been used in the past (e.g., [3] and [16]), but is known to be inaccurate. Thus, the Elmore delay for
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1 Kim et al. [9] have similarly shown Elmore delay to be a consistent objective by plotting Elmore versus HSPICE delay for different layout solutions for a single circuit.
mula [7] and the “Two-Pole” approximation developed by Zhou et al. [17] are both of interest, because both are more accurate than linear delay and also require less computation time than SPICE.

Elmore delay is defined as follows. Given routing tree $T(N)$ rooted at $n_0$, let $e_i$ denote the edge from pin $n_i$ to its parent. The resistance and capacitance of edge $e_i$ are denoted by $r_{e_i}$ and $c_{e_i}$, respectively. Let $T_i$ denote the subtree of $T$ rooted at $n_i$, and let $c_i$ denote the sink capacitance of $n_i$. We use $C_i$ to denote the tree capacitance of $T_i$; namely the sum of sink and edge capacitances in $T_i$. Let $r_d$ denote the output driver resistance at the net’s source. Then the Elmore delay $t_{ED}(n_i)$ from source $n_0$ to sink $n_i$ is computed as follows:

$$t_{ED}(n_i) = r_d C_{n_0} + \sum c_j (c_j/2 + C_j)$$

We extend $t_{ED}$ to trees by defining: $t_{ED}(T(N)) = \max_{i=1}^k t_{ED}(n_i)$. The delay $t_{ED}(n_i)$ can be calculated in $O(k)$ time, as noted by [15]. If $r_{e_j}$ and $c_{e_j}$ are proportional to the length of $e_j$, then $t_{ED}(n_i)$ is quadratic in the length of the $n_0-n_i$ path and linear in total wire-length (which is proportional to $C_{n_0}$).

The relative magnitude of the driver resistance $r_d$ (i.e., versus unit wire resistance) can have a significant effect on the topology of the optimal routing tree: for larger $r_d$, the optimal routing tree is a minimum cost spanning tree, while for smaller $r_d$ the ORT will tend to possess a “star” topology. Typical relative magnitudes of $r_d$ are large for current generation CMOS, but decrease in submicron CMOS IC and MCM substrate interconnects.

3 Accuracy and Fidelity

In choosing a delay simulator, one traditionally measures the accuracy of the available choices. Thus, our first studies measure how close linear, Elmore, and Two-Pole delay estimates are to SPICE3e2 delay in a net.\(^2\) Table 1 shows the average ratio between SPICE delay and both the Elmore and Two-Pole models; it also shows the consistency of this ratio in terms of its standard deviation. For each net size, the results are computed for 100 random nets connected using the minimum cost spanning tree (MST) construction, which gives relatively good solutions.

Table 1 indicates that neither the Elmore nor Two-Pole delay models produce highly accurate delay estimates. Only for 7-pin nets is Elmore delay within 10% of SPICE on average: Two-Pole estimates of delay are not within 35% of SPICE on average for any of the net sizes we have tested. However, the Elmore and Two-Pole delay estimators are very consistent, with small standard deviations ranging from 10% to 14% of the average ratio.

Precise accuracy is often not required of delay estimates used to construct routing trees. In practice, we require good estimators to have a high degree of fidelity (i.e., the degree to which an optimal or near-optimal solution according to the estimator will also be nearly optimal according to actual delay). To this end, we have defined a measure of fidelity vs-a-vis an exhaustive enumeration of all possible routing solutions: we first rank all tree topologies by the given delay model, then rank the topologies again by SPICE delay, and then find the average difference between the two rankings for each topology.

Table 2: Average difference in topology rankings for linear, Elmore and 2-pole models compared to SPICE3e2. The sample consists of 20 random nets of each cardinality. The total number of topologies for each net is 16 when $|N| = 4$ and 125 when $|N| = 5$.

| Topologies | $|N| = 4$ | Linear vs. SPICE | Elmore vs. SPICE | Two-Pole vs. SPICE |
|------------|----------|-------------------|-------------------|---------------------|
| All        | $\frac{|N|}{4}$ | 0.10 | 0.13 | 0.14 |
| Best       | 2.05 | 0.24 | 0.26 | 0.24 |
| 5 Best     | 2.51 | 0.29 | 0.30 | 0.24 |

Table 2 assesses the fidelity to SPICE of the linear, Elmore, and Two-Pole delay estimators for nets of size 4 and 5. We report the average difference in ranking over all topologies; the average rank difference for the topology with lowest estimated (i.e., non-SPICE) delay; and the average difference for the five topologies which have lowest estimated delay. Our results show that Elmore delay has high fidelity, particularly for the “best” topology under Elmore delay; for 3-pin nets, this topology has average distance of 1.5 from its SPICE ranking; compared to 6.3 for the best topology under linear delay.

The average difference of 1.5 positions between the best Elmore and SPICE topologies for $|N| = 5$ leads to approximately a 5% penalty in SPICE-computed delay. This can be seen in Table 3, which shows the average drop-off in SPICE3e2 delay by topology rank, when compared with optimal delay.

Table 2 indicates that the Two-Pole simulator has somewhat better fidelity than Elmore delay. However, because of its speed in calculation, Elmore delay is more practical for searching over tree topologies.

\(^2\)Our SPICE3e2 delay model uses constant resistance and capacitance values per unit of interconnect. The root of the tree is driven by a resistor connected to the source, and each sink is modeled by an inverter. We use a step function to model the input signal. The technology parameters we use are representative of a typical 0.8-µm CMOS process, with driver resistance 100 Ω; wire resistance 0.03 Ω/µm; wire capacitance 0.352 fF/µm; wire inductance 492 fH/µm; sink loading capacitance 15.3 fF; and layout area 10² mm².
4 Near-Optimal Routing Trees

We can solve the ORT problem optimally for a given delay model using branch-and-bound pruning. Starting with a trivial tree containing only the source pin, we incrementally add one edge at a time to the growing tree. At each step we compute the maximum delay from the source to any sink in the tree. If this value exceeds the maximum delay of any complete candidate tree seen so far, we prune the search and backtrack to select a different edge at the previous step.

We call this optimal method Branch-and-Bound ORT (BBORT) search. BBORT finds the optimal-delay tree for any monotone delay function, where the tree delay does not decrease with the addition of a new edge. Note that despite BBORT's pruning of the solution space, its worst-case time complexity is still exponential.

To avoid the exponential running time of BBORT, we propose the following greedy heuristic to approximate ORTs. Our method is analogous to Prim's minimum spanning tree construction [14]: starting with a trivial tree containing only the source, we iteratively find a pin \( n_i \) in the tree and a sink \( n_j \) outside the tree so that adding edge \( e_{ij} \) yields a tree with minimum delay. The construction terminates when the entire net is spanned by the growing tree. Figure 1 gives pseudocode for this Low Delay Tree (LDT) heuristic.

![Low Delay Tree (LDT) Heuristic](image)

Figure 1: The Low Delay Tree heuristic.

The LDT heuristic generalizes the Elmore Routing Tree algorithm of Boese et al. [2] to any given delay model. For Elmore delay, LDT can easily be implemented in \( O(k^3) \) time using the following observation\(^3\): if a new tree edge incident to sink \( v \in V \) (Line 3 of Figure 1) minimizes the maximum delay, it must connect \( v \) to the sink \( u \notin V \) that is closest to \( v \). Consequently, at each pass through the while loop in Figure 1, we can update the shortest "outside connections" for all \( v \in V \) (in time \( O(k^2) \) in the worst-case), and then simply add each of these \( O(k) \) outside connections to \( T \) in turn. The delays to all sinks of the resulting trees can be evaluated in \( O(k) \) time per tree, and each pass through the while loop requires \( O(k^2) \) time, yielding the overall complexity of \( O(k^3) \). In practice this is very reasonable, since \( k \) is small.

5 Experimental Results

We have implemented both BBORT and LDT for Elmore delay using C in the UNIX/Sun environment. We have run trials on sets of 500 uniformly distributed nets for each of several net sizes, using the IC technology parameters described in footnote 2. Table 4 compares Elmore delays of these constructions with delays of minimum spanning trees (MST) and shortest path trees (SPT).\(^4\) Delay for each tree is normalized to the ORT delay over the same net, and cost is normalized to MST cost.

We see that LDTs on 7 pins have an average maximum Elmore delay only 2.3% greater than optimal, while MSTs have average tree delay 38% greater than optimal. For smaller nets, LDTs are even closer to optimal: for nets with 4 pins, LDT delays average within 0.3% of optimal. Our confidence in the average difference computed between LDTs and ORTs is very high: for instance, the 2.3% difference obtained for 7 pins has a standard error of 0.14%, indicating a 95% confidence interval between 2.0% and 2.6% (i.e., an interval of within two times the standard error of the average).

Even in the worst case, LDTs are close to optimal: over 500 random nets, the highest difference between LDT and ORT delays is only 11.4% for 4-pin nets and 16.4% for 7-pin nets. The high performance of LDTs is achieved with an average wirelength penalty of from 10.3% for 4-pin nets to 16.2% for 7-pin nets when compared to MST constructions.

![Table 4: Average and maximum Elmore delays and tree costs over 500 random nets. Cost values are normalized to MST cost and delays are normalized to the (Elmore-based) ORT delay. Standard errors for average LDT-Elmore delay are 0.0006 for \( |N| = 4 \); 0.0010 for \( |N| = 5 \); and 0.0014 for \( |N| = 7 \).](image)

\(^3\) The observation assumes constant loading capacitances, unit resistances, and unit capacitances.

\(^4\) The SPT construction is the tree which minimizes cost subject to each source/sink path having minimum length, similar to the A-tree construction of [4].
Table 5 compares delays in Elmore-based LDTs with those of the MST and AHHK [1] constructions for nets of up to 17 pins using the same IC parameters. All delays in the table are calculated using the Two-Pole simulator. The AHHK algorithm of Alpert et al. is a recent cost-radius tradeoff construction which yields less tree cost (and signal delay) for given tree radius bounds than the method of [3]. Our results indicate that the LDT algorithm is highly effective for larger nets, and also outperforms the best known direct tradeoff between tree radius and cost (i.e., AHHK); for 17-pin nets, the LDT construction reduces average sink delay by 35.4% compared to MSTs and by 6.2% compared to AHHK trees.

<table>
<thead>
<tr>
<th>N</th>
<th>MST</th>
<th>SPT</th>
<th>AHHK</th>
<th>(s)</th>
<th>LDT/ST</th>
<th>LDT/AHMK</th>
<th>LDT</th>
<th>MST</th>
<th>SPT</th>
<th>AHHK</th>
<th>(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3.72</td>
<td>3.28</td>
<td>3.24</td>
<td>3.11</td>
<td>836</td>
<td>960</td>
<td>1.05</td>
<td>2.14</td>
<td>1.84</td>
<td>1.91</td>
<td>2.43</td>
</tr>
<tr>
<td>9</td>
<td>5.98</td>
<td>4.49</td>
<td>4.31</td>
<td>4.11</td>
<td>934</td>
<td>954</td>
<td>3.46</td>
<td>5.53</td>
<td>4.05</td>
<td>4.32</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>8.37</td>
<td>6.31</td>
<td>5.77</td>
<td>5.96</td>
<td>944</td>
<td>939</td>
<td>3.46</td>
<td>5.53</td>
<td>4.05</td>
<td>4.32</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Two-Pole simulator delays comparing LDT with MST and AHHK trees on nets with up to 17 pins. Averages in each column are taken over 500 random nets.

6 Conclusions
We have addressed the issue of the accuracy and fidelity of the Elmore [7] and Two-Pole [17] delay models by comparing their rankings of tree topologies with rankings by the SPICE3e2 simulator. Our studies indicate that algorithms which minimize the Elmore and Two-Pole delay estimates should also effectively minimize actual delay. We have also described a branch-and-bound BBORT method to determine optimal routing trees for any given monotone delay function.

To achieve a practical and near-optimal routing methodology, we have proposed the greedy Low Delay Tree (LDT) heuristic. LDT can be implemented using any given model of delay; because of the demonstrated fidelity of Elmore delay, we have implemented LDT using that model. Experimental results show that LDT performs essentially as well as exhaustive search on nets with up to 7 pins. In addition, LDT achieves reductions in delay of up to 35% (depending on the net size) over the MST routing, as measured by the Two-Pole simulator. Significant reductions are also achieved compared to AHHK-1 [1] and SPT-based routings.

LDT is formulated to construct a spanning tree, but can easily be extended to yield a Steiner Low Delay Tree (SLDT) algorithm. For example, we may allow each newly selected pin to connect to the closest point in any existing tree edge, possibly inducing a Steiner point. Simulation results in [2] indicate that the SLDT algorithm using Elmore delay is also highly effective, LDT can also be generalized to “critical-sink routing” by modifying the objective function in the LDT and SLDT algorithms to minimize delay at prescribed critical sinks [2]. Furthermore, our constructions can be adapted to average tree delay (i.e., sum of delays to all sinks) or any other well-behaved delay function.
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