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Abstract

We present two critical-sink routing tree
(CSRT) constructions which exploit critical-path in-
formation that becomes available during timing-driven
layout. Our CS-Steiner heuristics with \Global Slack
Removal" modify traditional Steiner constructions and
produce routing trees with signi�cantly lower critical-
sink delays compared with existing performance-driven
methods. We also propose a new class of Elmore
routing tree (ERT) constructions, which iteratively
add tree edges to minimize Elmore delay. This direct
optimization of Elmore delay yields trees that improve
delays to identi�ed critical sinks by up to 69% over
minimum Steiner routings. ERTs also improve per-
formance over such recent methods as [1] [6] when no
critical sinks are speci�ed.

1 Introduction

Prevailing approaches to performance-driven lay-
out use static timing analysis to iteratively drive the
module placement and global routing phases. For ex-
ample, net-dependent placement algorithms typically
use centroid-connected star cost [19], probabilistic es-
timates of Steiner tree cost [11], minimum spanning
tree cost [7] or the bounding box semiperimeter [16] to
estimate wire capacitance and signal delay for a multi-
terminal net. From this information, critical timing
paths can be computed and module placements up-
dated to reduce these \net-based" objective functions.
On the other hand, path-dependent methods consider
delay between the source and a particular critical sink
of a multi-terminal net. The critical sink is deter-
mined via timing analysis using known module delays
and estimated path delays [10, 15, 20].

If a timing-critical path passes through a given net,
the path-dependent approach will a�ord an explicit
routing constraint which bounds delay at that net's
critical sink. The net-dependent approach seemingly
imposes only implicit routing constraints; neverthe-
less, it is easy to identify critical sinks a priori or after
timing analysis has been performed. Despite the avail-
ability of this critical-path information during itera-
tive performance-driven layout, current routing meth-
ods do not fully exploit this information. With this
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in mind, our paper o�ers two contributions. First, we
demonstrate that simple changes to existing method-
ologies can e�ectively exploit available critical-path
timing information. Second, we propose a basic ad-
vance in routing tree construction: we give a class of
greedy heuristics which directly optimize Elmore delay
in the tree construction, thus avoiding such previous
abstractions as \minimum wirelength" or \bounded
radius". Our use of the Elmore model has been val-
idated by recent results in [5] which demonstrate the
high �delity of Elmore delay with respect to physical
delay: optimizing Elmore delay in 4- and 5-pin nets
produces routing tree topologies that are nearly opti-
mal according to SPICE simulations.

2 High-Performance Routing Trees
A signal net N consists of �xed terminal locations

N = fn0; n1; :::; nkg � <2 which are to be connected
by a routing tree T (N ). N contains a source termi-
nal n0, with the remaining terminals sinks. We allow
each ni to have an associated criticality �i, re
ecting
available timing constraints. The cost of an edge eij in
T (N ), denoted by dij, is the Manhattan distance be-
tween its endpoints ni and nj . The cost of T (N ) is the
sum of its edge costs. The signal delay between two
terminals ni and nj in T (n) is denoted by t(ni; nj);
we use t(ni) to indicate the delay from the source to
a sink ni. Our goal is to solve the

Critical-Sink Routing Tree (CSRT) Problem:
Given signal net N , construct T (N ) which minimizesPk

i=1 �i � t(ni).

The CSRT formulation captures traditional perfor-
mance criteria: if we set all �i equal, (i) we minimize
average sink delay by taking the weighted delay sum
using the L1 norm, and (ii) we minimize maximum
sink delay by taking the weighted delay sum using the
L1 norm. Our discussion will concentrate on the sim-
ple yet realistic case where exactly one critical sink,
denoted by nc, has been identi�ed, i.e., �c = 1 and
all other �i = 0. Our methods generalize to the case
where a small number of critical sinks is speci�ed.

2.1 Existing Approaches

Early performance-driven routing methods relied
on minimizing wirelength via minimum Steiner con-
structions, e.g., [8] uses static timing analysis to prior-
itize nets such that critical nets can be routed by mini-
mumSteiner trees. Kuh et al. [14] give a performance-
driven routing method for hierarchical building-block



layouts, and [17] uses A* heuristic search in a similar
domain.

Cong et al. [6] proposed the BRBC (bounded-
radius, bounded-cost) algorithm, which simultane-
ously constrains both radius (maximum source-sink
pathlength) and cost (total tree wirelength) within
constant factors of optimal. Both [6] and [13] belong to
the class of \shallow-light" methods [2], which achieve
a radius-cost tradeo� by a modi�ed depth-�rst traver-
sal of the minimum-cost spanning tree (MST) over N .
Very recently, a radius-cost tradeo� was achieved by
combining the Dijkstra (shortest-path tree, or SPT)
and Prim (MST) recurrences: the AHHK algorithm
of [1] iteratively adds edge eij and pin ni to T , choos-
ing nj 2 T and ni 2 N � T to minimize (c � lj) + dij
(lj is the pathlength from n0 to nj , and c is a trade-
o� parameter). AHHK sink delays outperform those
of BRBC by anywhere from 6% to 28%, depending on
net size, technology, and whether average or maximum
sink delay is considered. Thus, Section 4 compares our
methods against the AHHK algorithm. Because min-
imum Steiner trees also give bona-�de \performance-
driven" routing in certain technologies, Section 4 also
compares our methods against the 1-Steiner heuristic
of [12].

2.2 Intuitions From the Elmore Model

To solve the CSRT problem, we �rst develop in-
tuitions from Elmore's distributed RC-tree model [9].
Elmore delay is de�ned as follows. Given routing tree
T (N ) rooted at n0, let ei denote the edge from ni to
its parent. The resistance and capacitance of edge ei
are denoted by rei and cei , respectively. Let Ti denote
the subtree of T rooted at ni, and let ci denote the
sink capacitance of ni. We use Ci to denote the tree
capacitance of Ti, namely the sum of sink and edge
capacitances in Ti. Using this notation, the Elmore
delay along edge ei is equal to rei(cei=2 +Ci). Let rd
denote the output driver resistance at the net's source.
The Elmore delay tED(ni) at sink ni is:

1

tED(ni) = rdCn0 +
X

ej2path(n0;ni)

rej (cej=2+Cj) (1)

Since rev and cev are usually proportional to the
length of ev, tED(ni) has quadratic dependence on
the length of the n0-ni path, suggesting a min-radius
criterion. However, the Cj term implies that Elmore
delay is also linear in the total edge length of the tree,
suggesting a min-cost criterion. The relative size of
the driver resistance rd heavily in
uences the optimal
routing topology: if rd is large, the optimal routing
tree is a minimum cost tree; when rd decreases, the
ORT tends to a \star" topology. The size of rd relative
to unit wire resistance is a \resistance ratio" [3] that
captures the technology vis-a-vis routing tree design.
Typical values of rd are relatively large for current-

1Because of its relatively simple form, Elmore delay can be
calculated in O(k) time, as noted by Rubinstein et al. [18]. The
calculationcan be accomplishedusing two depth-�rst traversals:
1) to compute the delay along each edge and 2) to sum up the
delays along each source/sink path. This fact is enabling to the
ERT methodology of Section 3.2.

generation CMOS, but decrease in, for example, MCM
substrate and submicron CMOS IC interconnects.

Figure 1 shows a signal net with identi�ed critical
sink nc, along with three routing trees solutions. We
make the following observations. (i) The minimum
cost solution (a) has large delay to the critical sink nc
due to the long source-sink path. (ii) However, requir-
ing a monotone path to every sink as in the SPT (b)
can result in large tree capacitance, again leading to
large delay at nc. (iii) The optimal CSRT construc-
tion (c) shows the dependence of routing topology on
the choice of critical sink, and re
ects both the SPT
and MST solutions. (iv) Finally, Equation (1) implies
that the number of Steiner points in the n0-nc path
should be minimized, and the Steiner points \shifted"
toward n0. Figure 1(d) shows two trees which are
both shortest-path trees and minimum Steiner trees,
yet the rightmost tree has less signal delay at nc.

SPT
(b)

no
nc

Opt
(c)

no nc

1-Steiner
(a)

(0,0)

(6,8)

(6,2)

(d)

nc
nc

no no

Figure 1: (a) Optimal Steiner tree (cost 2.0cm, t(nc) =
5:90ns); (b) minimum cost SPT (cost 2.5cm, t(nc) = 4:11ns);
and (c) optimal-delay tree (cost 2.2cm, t(nc) = 3:07ns) for the
same sink set. Coordinates are in mm, and the simulation used
0:8� CMOS IC parameters (see Section 4). (d) Two distinct
minimum-cost SPT solutions for a net with three sinks.

3 Two Classes of CSRT Heuristics

3.1 The CS-Steiner Approach

We may view the optimal CSRT solution in Figure
1(c) as minimizing total tree cost subject to the path
from n0 to nc being monotone. This recalls the mo-
tivations in [1] [6], but the tradeo� is with respect to
only the critical sink nc. We thus obtain the simple
CS-Steiner heuristic:

CS-Steiner Algorithm
Input: Signal net N with critical sink nc
Output: heuristic CSRT solution T
1. construct heuristic tree T0 over N � fncg
2. connect nc to T0 by a monotone n0-nc path

Figure 2: CS-Steiner template.

Since the algorithm template in Figure 2 is quite
general, we have examined a number of CS-Steiner
variants. All of our variants use the 1-Steiner heuristic
[12] to construct the initial tree T0 in Step 1. Section
4 reports results for the following three variants:

H0: The direct connection in Step 2 consists of a
single wire from nc to n0.

H1: The direct connection in Step 2 consists of the
shortest possible wire that can join nc to T0, subject
to the monotone path constraint.



HBest: Accomplish Step 2 by trying all shortest con-
nections from nc to edges in T0, as well as from nc to
n0; perform timing analysis on each of these routing
trees, and return the tree with lowest delay at nc.

The complexity of these variants is dominated by the
construction of T0 in Step 1 (or possibly by the simu-
lator calls in HBest).

We enhance the CS-Steiner approach via a linear-
time Global Slack Removal (GSR) postprocessing al-
gorithm. GSR takes as input a 1-Steiner tree2 and
shifts edges in the tree to maximize monotonicity of
all source-sink paths. If we orient a 1-Steiner tree T
by rooting it at the source n0, a U is de�ned to be a
subpath of three consecutive edges on a root-leaf path,
such that the combined edge cost is greater than the
distance between the endpoints (e.g., path v1��v4 in
Figure 3(a)). GSR (Figure 4) removes U 's as shown
in Figure 3(b). The input tree must be processed in
top-down order to guarantee the following two results
(see [4] for discussion and proofs):

v4

no

v1 w1
w2

(b)

v2 v3

no

v1 v4

(a)

v3v2

Figure 3: GSR: Removing a single \U".

GSR Algorithm
Input: 1-Steiner tree T with source n0
Output: Steiner tree T with no U 's
1. remove all degree-2 Steiner nodes from T
2. Q fn0g
3. while Q 6= ;
4. v3  Dequeue(Q)
5. v2  pred(v3)
6. v1  pred(v2)
7. for each node v4 2 succ(v3) do
8. Q Enqueue(v4)
9. if path v1v2v3v4 is a U
10. remove the U as in Figure 3
11. insert Steiner nodes w1 and w2 into T
12. remove all degree-2 Steiner nodes from T

Figure 4: The GSR algorithm.

Theorem 1: Given a 1-Steiner tree T (N ), GSR re-
turns T 0(N ) such that (i) cost(T 0(N )) � cost(T (N ));
(ii) all n0-ni pathlengths in T 0(N ) are reduced or re-
main the same; and (iii) all Elmore delays tED(n0; ni)
are reduced or remain the same.

Theorem 2: GSR uses time linear in the size of T (N )
and returns a tree containing no U 's.

2A 1-Steiner tree has the property that no single Steiner
point can be added to reduce the tree cost. The 1-Steiner algo-
rithm [12] always produces such a tree.

3.2 Elmore Routing Trees

We now propose a new class of greedy Elmore rout-
ing tree (ERT) algorithms which optimize Elmore de-
lay directly during construction of the routing tree.
The ERT approach is signi�cant for its avoidance of
such abstractions as \minimum cost" or \bounded ra-
dius", while still maintaining computational e�ciency.

The ERT algorithm starts with the trivial tree T
containing only the source n0, and iteratively adds a
sink to T . In each step, we seek terminals u 2 T and
v 62 T , such that adding edge (u; v) to T will minimize
the maximum Elmore delay at all sinks in the new
tree.3 A formal description of the ERT algorithm is
given in Figure 5.

ERT Algorithm

Input: signal net N with source n0 2 N

Output: routing tree T over N
1. T = (V;E) = (fn0g; ;)
2. while jV j < jN j do
3. �nd u 2 V and v 62 V which minimizes

maximum Elmore delay from n0 to any sink
in the tree (V [ fvg; E [ f(u; v)g)

4. V  V [ fvg
5. E  E [ f(u; v)g
6. output resulting spanning tree T = (V; E)

Figure 5: The ERT algorithm.

The ERT algorithm generalizes to yield the Steiner
Elmore routing tree (SERT) algorithm when we allow
the new pin to connect to an edge of the existing tree,
inducing a Steiner node at the point in the edge clos-
est to the new pin. In other words, we �nd u 62 V ,
(v; v0) 2 E, and a new point w which minimizes the
maximumElmore delay from n0 to any sink in the tree
(V [ fu;wg; (E � f(v; v0)g) [ f(v; w); (w; v0); (u;w)g).
We then add u and w to V , and replace E by
(E � f(v; v0)g) [ f(v; w); (w; v0); (u;w)g. We address
the CSRT problem by beginning with a tree containing
the single edge (n0; nc) in Step 1 of Figure 5 and then
continuing as in the SERT algorithm, except that we
minimize Elmore delay at the critical sink, tED(nc),
rather than the maximum delay to all sinks. This
yields the SERT-C (\SERT with identi�ed Critical
sink") algorithm.

While CS-Steiner began with a minimum-cost
Steiner tree and perturbed it to heuristically improve

3Our approach should be distinguished from the method of
Prasitjutrakul and Kubitz [17] cited in Section 2.1. Like our
method, [17] grows a routing tree over a netN starting from the
source n0; they perform A* search of a routing graph (e.g., in
building-block design) to �nd the Elmore delay-optimal Steiner
connection from the existing tree to a new sink. However, the
choice of this new sink is forced: the algorithm always adds
the sink that is closest (by Manhattan distance) to the existing
tree, and thus su�ers from the standard pitfall of disregarding
the true underlying delay criterion. Indeed, an example is easy
to construct (similar to Figure 1a) for which their method yields
a tree with Elmore delays at least twice as large as those of ERT.
Practical considerationsalso separate the two methods, e.g., [17]
cannot be easily modi�ed to address our CSRT formulation.



t(nc), our SERT-C algorithm takes a virtually op-
posite approach: it starts with the required n0-nc
connection and grows the routing tree while keeping
tED(nc) as small as possible.

Time Complexities

Surprisingly, the SERT-C algorithm can be imple-
mented in O(k2) time. This is shown as follows. For
any edge from sink u 62 V to (v; v0) 2 E, there is only
one possible connecting point w (the closest) that we
consider. The e�ect of inserting edge (u;w) into T
on the delay tED(nc) arises only in the Cj terms in
equation (1), and is therefore an additive constant no
matter when (u;w) is added into the tree. Initially,
we compute the best connection from each non-critical
sink to the tree containing only edge (n0; nc). For each
new sink added, at most three new edges will be in-
serted into the tree. In constant time, we can calculate
the e�ects of connections from a given sink outside T
to these three new edges (all previously computed ef-
fects remain the same and need not be recomputed).
Thus, updating the e�ect on tED(nc) of connecting
each u 62 V requires linear time in each pass through
the while loop of Figure 5.

The ERT spanning tree algorithm can be imple-
mented in O(k3) time, assuming constant unit resis-
tance, unit capacitance, and sink capacitances. This
fact follows from a simple observation: if a new tree
edge incident to sink u 2 V (Step 3 of Figure 5) min-
imizes the maximum Elmore delay maxitED(ni), it
must connect u to the sink v 62 V that is closest to
u. At each pass through the while loop, we update
the shortest \outside connections" for every u 2 V
(a total of O(k2) time), and then simply add each of
these O(k) shortest outside connections to T in turn,
evaluating the Elmore delays to all sinks of the result-
ing trees in O(k) time. Hence, each pass through the
while loop requires O(k2) time, yielding the O(k3)
complexity result. In practice, this complexity will be
transparent to the user since k is typically small.

We know of no implementation of the SERT algo-
rithm that is faster than O(k4). Intuitively, the di�-
culty seems to be that (i) in Step 3 we must always
consider �(k2) Steiner connections, and (ii) the con-
nection which minimizes maxitED(ni) in Step 3 may
not be the best one from the \perspective" of any in-
dividual sink in N or edge in T . Thus, we currently
have a rather interesting situation where the CSRT
problem formulation leads to an algorithm (SERT-C)
that enjoys quadratic speedup over the generic Steiner
computation (SERT).

4 Experimental Results

4.1 CS-Steiner Trees

We have implemented each of the CS-Steiner vari-
ants H0, H1 and HBest along with the 1-Steiner algo-
rithm [12] using C in the UNIX Sun environment, and
have run the algorithms on random 4-, 8- and 16-sink
inputs. We also applied our GSR post-processing al-
gorithm (denoted as +U) to 1-Steiner and each of the
CS-Steiner variants. Our inputs correspond to two dis-
tinct technologies: (i) IC: a representative 0:8� CMOS

process, and (ii) MCM: a typical example of current
MCM technologies.4

Table 1 gives delay and tree cost results and com-
parisons. Delays at all sink nodes were estimated using
the computationally e�cient two-pole circuit simula-
tor developed by Zhou et al. [21]. Each delay �g-
ure gives the average over all sink nodes in 50 ran-
dom point sets. Since the 1-Steiner algorithm is net-
oriented, it will return the same solution no matter
which sink is critical. In contrast, CS-Steiner can re-
turn a di�erent tree for each choice of critical sink.
Thus, we use the CS-Steiner delay at ni in the speci�c
tree corresponding to the identi�cation of ni as the
critical sink.

IC MCM
jNj = 5 jNj = 9 jNj = 5 jNj = 9

1Stein 2.44 3.48 10.52 15.18
Ave 1Stein+U 2.26 3.30 9.43 14.11
Delay H0+U 2.37 2.92 7.26 7.38
(ns) H1+U 2.20 3.02 8.90 11.22

HBest+U 2.12 2.77 7.02 7.31
Ave 1Stein+U 1.51 2.22 15.65 21.91
Cost H0+U 1.95 2.74 20.35 27.32
(cm) H1+U 1.58 2.39 16.20 23.33

HBest+U 1.67 2.54 19.51 26.95

Table 1: Routing tree simulation results using IC and MCM
technology parameters and the two-pole simulator [21]. Notes:
(i) all source and sink locations are chosen randomly in a layout
region with grid resolution 25�m; (ii) each value in a given
column represents an average over the same 50 random signal
nets.

Variants H0 and HBest signi�cantly reduce delay to
the critical sink, particularly in nets with a large num-
ber of sinks and in the MCM technology where output
driver and wire resistances are low. For 9-pin nets and
the IC parameters, H0+U improves upon 1Stein+U
by 12% while HBEST+U has an average improvement
of 16%. With MCM parameters the improvement is
much greater: 48% for both H0+U and HBEST+U.
The two-pole simulation results for 17-pin nets show
even greater reductions in delay: 29% and 30% re-
spectively for H0+U and HBEST+U under IC; 70%
for both H0+U and HBEST+U under MCM. Thus,
the simple strategy of connecting the critical node via
a path with low branching factor is very successful for
these cases (at the expense of larger net cost).

4.2 Elmore Routing Trees

We constructed Elmore routing trees for the same
sets of random inputs used in the CS-Steiner experi-
ments. Delay simulation results are presented in Table
2. For purposes of comparison, the table includes data
from the minimum spanning tree, AHHK tree (quoted
from [1]), and 1-Steiner tree constructions.

Even as generic net-dependent routers, our ERT
methods are highly e�ective. For nets with 16 sinks,
the spanning tree ERT construction reduces average
sink delay versus the MST construction by 33% for IC

4Speci�cs of the technology �les (IC,MCM): driver resis-
tance = (100,25) 
; wire resistance = (0.03,0.008) 
=�m; wire
inductance = (492,380) fH=�m; sink loading capacitance =
(15.3,1000) fF ; wire capacitance= (0.352,0.06) fF=�m; layout
area = (102;1002) mm2.



IC MCM
jNj = 5 jNj = 9 jNj = 17 jNj = 5 jNj = 9 jNj = 17

MST 2.92 4.35 6.46 12.38 18.72 29.57
Ave AHHK 2.64 3.53 4.77 9.94 12.39 16.26
Delay ERT 2.43 3.24 4.31 7.49 8.16 9.29
(ns) 1Stein+U 2.26 3.30 4.97 9.43 14.11 24.27

SERT 2.22 2.97 3.91 7.49 8.16 9.29
SERT-C 2.12 2.70 3.43 7.26 7.39 7.41
MST 3.75 5.69 8.75 17.28 27.75 45.83

Max AHHK 3.30 4.48 6.04 13.88 18.70 24.75
Delay ERT 3.14 4.07 5.40 13.06 16.18 18.80
(ns) 1Stein+U 2.89 4.28 6.54 14.93 20.81 37.38

SERT 2.83 3.71 4.90 13.06 16.18 18.79
SERT-C 2.92 4.22 6.37 13.13 20.43 35.65
MST 1.69 2.47 3.49 17.07 24.43 34.88
AHHK 1.89 2.87 4.10 20.02 29.43 44.22

Ave WL ERT 2.00 3.04 4.41 28.21 54.80 103.67
(cm) 1Stein+U 1.51 2.22 3.13 15.65 21.91 31.29

SERT 1.67 2.61 3.70 28.21 54.80 103.67
SERT-C 1.71 2.48 3.45 20.35 27.52 37.07

Table 2: Delay results using the two-pole simulator [21] for Elmore routing trees, compared with the 1-Steiner
heuristic using IC and MCM technology parameters (see notes in Table 1 caption). Note that data for AHHK are
quoted from [1] and are computed using values relative to MST and a di�erent set of 50 random nets.

parameters and by 69% for MCM parameters. The
ERT algorithm also improves upon AHHK, with re-
ductions of 10% (IC) and 43% (MCM).5

The Steiner tree version of our ERT method also
performs well as a generic high-performance router.
For signal nets with 16 sinks, the two-pole simulations
show that SERT improves average sink delay versus
the 1-Steiner routing by 21% and 62% for the IC and
MCM parameters, respectively. For 8-sink nets, av-
erage delays are reduced by 10% for IC and 42% for
MCM. The percentage reductions in maximum delay
are even greater. Again, with the MCM technology
the ERT and SERT constructions tend to be more
star-like, with increased tree cost; when delay is not
the overriding concern, this may be compensated by
simulating a larger rd value in the tED computation.

Even more signi�cant average reductions in delay
are achieved when a critical sink has been identi�ed.
The SERT-C algorithm improves upon the SERT re-
sults by an additional reduction in delay at the critical
sink of 10% for ICs and 7% for MCMs. Identi�cation
of a critical sink has clear advantages in terms of tree
cost, particularly for MCM routing: the SERT-C trees
have much less cost than the SERT outputs, while still
improving the delay to the critical sink. Finally, we
note that SERT-C is more practical than HBest, in
that it does not use the circuit simulator during con-
struction of the tree.6

Figures 6 and 7 illustrate the SERT and SERT-C

5These results are particularly impressive because the im-
plementation of AHHK in [1] simulates delays for output trees
for 21 di�erent values of the c parameter, then chooses the best
value of c for each net instance.

6With respect to practicality: the average CPU times in sec-
onds for SERT-C and the two-pole distributed RCL delay sim-
ulator [21] on a Sun Sparc IPC were respectively .0012 and .031
seconds for jN j = 5; .017 and .049 for jN j = 9; .31 and .089
for jN j = 17. This re
ects an \all-purpose" implementation
of our package, which has �(k4) complexity for each of ERT,
SERT and SERT-C, although SERT-C and ERT can be imple-
mented with time complexities O(k2) and O(k3), respectively,
as discussed above.

algorithms for one of the random signal nets used in
our simulations, with the IC technology parameters.
Figure 6 shows the progressive growth of the SERT
construction. Figure 7 contains the trees produced by
SERT-C for each choice of critical node. Note that the
tree constructed when node 3 or node 7 is critical is
also the 1-Steiner tree, and the tree constructed when
node 8 is critical is the same as the generic SERT
output.

5 Extensions
Our current work addresses integration of the ERT

construction into an existing global router. We are
also considering the CSRT problem in the general case
of multiple critical sinks with varying criticalities. If
a subset of the sinks are designated as critical, the
SERT-C algorithm can be extended by �rst routing
the critical sinks under the min-max delay objective of
SERT, then connecting non-critical sinks as in SERT-
C to minimize the weighted sum of the delays at the
critical sinks. The CS-Steiner and ERT approaches
also extend to general-cell layout with arbitrary rout-
ing region costs. Finally, we believe that the SERT
and ERT time complexities can be reduced by at least
a factor of k; we leave this as an open problem.
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