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Abstract
The simulated annealing (SA) algorithm [12] [5] has been widely used to address intractable global optimizations in many fields, including training of artificial neural networks. Implementations of annealing universally use a monotone decreasing, or “cooling”, temperature schedule which is motivated by the algorithm’s proof of optimality as well as analogies with statistical thermodynamics. In this paper, we challenge this motivation: the fact that cooling schedules are “optimal” in theory is not related to the practical performance of the algorithm. Our finding is based on a new “best-so-far” criterion for measuring the quality of annealing schedules. Motivated by studies of optimal schedules for small problems, we study highly nonstandard annealing schedules for training of feedforward perceptron networks on a real-world sensor classification benchmark. We find clear evidence that optimal schedules do not necessarily decrease monotonically to zero.

1 Introduction
A typical application of neural networks is to emulate a given input-output (classification) function for which no closed-form representation is known. A given network is trained via a sequence of small changes to its real-valued connection weights to decrease, e.g., the mean squared error (MSE) in the classification of a finite set of training examples. This process is equivalent to global optimization of a multimodal error function defined over the space of connection weights, and is both theoretically intractable [25] and difficult in practice. Network training heuristics reflect the global optimization literature (see [8] for a survey); common approaches include gradient-based methods (back-propagation [21]), or conjugate gradient with restarts [19], stochastic hill-climbing, and other methods such as the variable-metric technique [6] and Kalman filter-based methods (e.g., [2]).

In this paper, we study the simulated annealing (SA) method [1][5][8][12]. In neural network learning, SA has been used in “Boltzmann learning” for Boltzmann machines [1][9] and in the mean-field sense to optimize other connectionist architectures [3][18][26]. While simulated annealing is slower than other training algorithms, it outperforms greedy methods and remains popular when minimum error in the trained network is critical. Moreover, the long run times associated with SA may soon be ameliorated by special-purpose hardware [15] as well as improved strategic variants. Our main result is that the traditional “cooling” implementation of SA is not necessarily optimal and has been incorrectly motivated, both by the theoretical analysis of the algorithm and by the thermodynamic analogy implied by the term “annealing”.

2 SA for Neural Network Training
Given a (finite) set $S$ of feasible solutions and a real-valued cost function $f : S \to \mathbb{R}$, global optimization may be formulated as the search for $s \in S$ such that $f(s) \leq f(s') \forall s' \in S$. For neural networks, $S$ is the space of connection weight vectors and $f$ is the error function associated with the desired classification task. SA requires the notion of a neighborhood structure over $S$, where the neighborhood $N(s_i)$ of the current solution $s_i \in S$ is the set of new solutions $s'$ that can be generated from $s_i$. Typically, $N(s)$ consists of slight perturbations of $s$, e.g., a weight vector can be perturbed by adding a random vector in $[-\epsilon, \epsilon]^n$, where $n$ is the number of connection weights.

SA is motivated by analogies between the solution space of an optimization instance and the microstates of a statistical thermodynamic ensemble. The algorithm (Figure 1) allows escape from local minima in the error surface by probabilistically accepting disimprovements, or “uphill moves”. Over the $M$ steps for which the SA algorithm is executed, a temperature schedule $T_1, T_2, \ldots, T_M$, $T_i \geq 0 \forall i$, guides the optimization.

![SA Algorithm Template](image)

Figure 1: The simulated annealing algorithm for a given bound of $M$ time steps. Lines 8a and 8b show the difference between the “where-you-are” and “best-so-far” SA variants.

\[ \text{Note that } S \text{ can be assumed finite even for neural network training, if we impose limits on the size and precision of each connection weight in the network.} \]
Typical SA practice uses a large initial temperature and a final temperature of zero, with $T_i$ decreasing monotonically either according to a fixed schedule or in order to maintain some measure of “thermodynamic equilibration” at each temperature value. SA enjoys certain theoretical attractions: using Markov chain arguments and basic aspects of Gibbs-Boltzmann statistics, one can show that for any finite $S$, SA will converge to a globally optimal solution given infinitely large $M$ and a temperature schedule that converges to 0 sufficiently slowly [17], i.e.,

$$Pr(s_M \in R) \rightarrow 1 \text{ as } M \rightarrow \infty \quad (1)$$

where $R \subset S$ denotes the set of all globally optimal solutions. In other words, SA is “optimal” in the limit of infinite time [13]. Sorkin [22] showed that certain classes of geometric cooling schedules are efficient on one-dimensional, deterministically fractal, error surfaces; this result is interesting because our recent work [10] [11] has shown that neural network error surfaces indeed, as we have indicated by Line 8b of Figure 1, any SA implementation will in practice return this “best-so-far” (BSF) solution. With respect to traditional convergence proofs, this distinction is moot since “optimality” of a WYA algorithm trivially implies “optimality” of its BSF variant. However, the distinction between BSF and WYA can have tremendous implications for annealing strategies.3

An Illustrative Example

Consider a six-city instance of the traveling salesman problem (TSP) in the Manhattan plane with city coordinates $A = (0, 0), B = (100, 0), C = (100, 200), D = (0, 200), E = (40, 95)$ and $F = (40, 105)$. The TSP is extensively studied in both the global optimization and neural network fields, e.g., [14]). In this instance, $|S| = 3!/2 = 60$, and there is one globally optimal solution (ABCDE(A)), along with three other locally optimal solutions: (ABFED(A)), (ABECD(A)), and (ABECD(A)). We use the Lin-2-opt neighborhood operator that is usual in studies of the TSP [14]: a 2-opt move deletes two non-adjacent edges of the current solution $s_i$ and then reconnects the two resulting paths into a new tour.

![Figure 2: Locally optimal annealing schedules for the 6-city TSP example, determined by BSF and WYA measures. The vertical axis represents temperature and the horizontal axis represents the number of time steps. Expected solution costs are normalized to optimal cost. In BSF annealing, the last temperature $T_M$ is irrelevant because an improving move $s'$ will always be accepted no matter what the value of $T_M$. We break ties lexicographically, and so report $T_M = 0$ in the BSF-optimal schedule.](image)

We have numerically solved for locally optimal annealing schedules of lengths up to $M = 80$, using both the BSF and WYA criteria.4 The results in Figure 2

---

2Notice that the “infinite-time optimality” of SA is not a very useful or unique result: even exhaustive search and random search are “optimal” in the limit of infinite CPU resources.

3Given infinite time, for example, a schedule that converges to zero sufficiently slowly will be WYA-optimal, while any schedule that is bounded away from zero will be BSF-optimal.

4To solve for an optimal schedule, $M$ distinct $|S| \times |S|$ matrices of transition probabilities are constructed over the solution space; the $i^{th}$ matrix containing all one-step transition proba-
for 50 steps are dramatic. The optimal 50-step WYA schedule is monotone decreasing, as would be expected from the body of results in the current literature. However, the optimal 50-step BSF schedule is nearly monotone increasing, and even though it is worse in terms of the WYA objective (1.106 versus 1.024), it is clearly superior to the optimal WYA schedule (1.007 versus 1.017) when judged by the “real-life” BSF criterion.

We have obtained similar results [4] for small instances of several classic combinatorial problems, including graph bisection and graph placement in VLSI. Thus, we now examine the performance of non-traditional, warming temperature schedules for bounded-time training of a perceptron network architecture.

4 Annealing Schedules for a Real-World Perceptron Network

We study a feedforward perceptron network [21] with one hidden layer and connections only between adjacent layers. In addition to the connection weights, each hidden or output node has a “bias” weight. A standard logistic function is used as a squashing function on the activation of all non-input nodes.

The network is trained to distinguish buried nylon and wood targets from a highly-cluttered background; we use a set of 29 training examples corresponding to “windows” of amplitude-only microwave sensor returns. Each training window consists of an array of 25x25 sensor readings containing either a whole target or no target at all. The complexity of the network architecture is reduced by defining a single output with value of 0.2 for “background” windows, 0.5 for wood target windows, and 0.8 for nylon target windows. We use the Karhunen-Loeve (KL) transform to reduce the 225 data points in each window to the 4 input values of the network; this data-reduction technique was used in [16] [24] for the same data.

Our previous research [11] has shown that a network with 4 hidden units can quickly (e.g., within 64K time steps) be trained by the SA algorithm to learn this classification task with nearly zero sum of squared error (SSE) over the 29 training cases. Thus, our experiments use an architecture with 4 input units, 4 hidden units, and 1 output unit.\(^5\)

Table 1: Training of a neural network (4 input nodes, 4 hidden nodes, and 1 output node), showing BSF SSE for the 29 training cases, averaged over 50 runs of 16,384 steps each (standard deviations in parentheses). Final temperature of each linear schedule is initial temperature multiplied by “Final Temp. Factor”.

Table 2: BSF results of training runs of length 16,384 steps using linear temperature schedules that decrease to zero (averages of 50 runs).

To reduce the space of temperature schedules, we consider only linear schedules. For each schedule, we compute 50 separate annealing runs with initial weights chosen uniformly from \([-0.1, +0.1]\). A new solution \(s^*\) is generated from \(s\) by perturbing each weight by a uniform random value in the range \([-0.05, +0.05]\).

\(^5\)The ground sensor data are obtained via the wave guide beyond cutoff (WGBCO), or separated aperture, microwave technique [20] and were provided by the U.S. Army Belvoir RD&E Center. The sensor apparatus and provenance of the data set are described in [11] [20] [24].

\(^6\)Interestingly, our perceptron networks are almost two orders of magnitude smaller than those used by Widrow and Lehr at Stanford [16] and by Stricker and Azimi at Colorado State University [24] for exactly the same data sets, yet can be trained to achieve the same perfect classification performance.
Table 2 explores a wide range of linear schedules ending at zero. It indicates again that the best schedules have temperatures in the range between 0.002 and 0.015 for most steps. Raising or lowering the initial temperature outside this range significantly worsens the final solution quality. Tables 3 and 4 contain results for the same set of initial and final temperatures, using a reduced schedule length of 4,096 steps. These two tables reinforce the qualitative results of Tables 1 and 2, and show that our main observations regarding the utility of non-decreasing schedules are not affected by schedule length.

<table>
<thead>
<tr>
<th>Final Temp.</th>
<th>Initial Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor</td>
<td>.002</td>
</tr>
<tr>
<td>.00</td>
<td>.052</td>
</tr>
<tr>
<td>.50</td>
<td>.044</td>
</tr>
<tr>
<td>1.0</td>
<td>.027</td>
</tr>
<tr>
<td>1.5</td>
<td>.018</td>
</tr>
<tr>
<td>2.0</td>
<td>.012</td>
</tr>
</tbody>
</table>

Table 3: BSF results for training runs of 4,096 steps using linear temperature schedules (averages of 50 runs).

<table>
<thead>
<tr>
<th>Initial Temp.</th>
<th>Average Standard Deviation</th>
<th>Initial Temp.</th>
<th>Average Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>.00</td>
<td>.075 (0.04)</td>
<td>.015</td>
<td>.065 (0.04)</td>
</tr>
<tr>
<td>.015</td>
<td>.055 (0.04)</td>
<td>.015</td>
<td>.051 (0.04)</td>
</tr>
<tr>
<td>.0175</td>
<td>.044 (0.03)</td>
<td>.015</td>
<td>.071 (0.03)</td>
</tr>
<tr>
<td>.02</td>
<td>.038 (0.02)</td>
<td>.015</td>
<td>.113 (0.02)</td>
</tr>
<tr>
<td>.03</td>
<td>.027 (0.02)</td>
<td>.150</td>
<td>.126 (0.02)</td>
</tr>
<tr>
<td>.05</td>
<td>.023 (0.02)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: BSF results of training runs of length 4,096 steps using linear temperature schedules that decrease to zero (averages of 50 runs).

5 Conclusion
Practical implementations of the simulated annealing algorithm for global optimization reflect a “best-so-far” (BSF) criterion. However, SA temperature schedules that “cool” monotonically to zero have been justified by theoretical analysis of a “where-you-are” (WYA) implementation. We have presented experimental evidence that challenges the appropriateness of cooling schedules for BSF annealing.

We have estimated numerically the optimal schedules for some very small combinatorial problems, e.g., the six-city TSP instance described above. These examples all have BSF-optimal schedules that are non-cooling. Our simulations to train a medium-sized perceptron neural network indicate that the best linear cooling schedules are not significantly better or worse than constant or “warming” schedules. In fact, it seems that the most important requirement for devising a good temperature schedule is to find the appropriate temperature range. Hence, methods for adaptively determining this optimal range during the actual SA run will be most effective in improving the performance of SA and other stochastic hill-climbing variants. Certainly, such adaptive procedures should not rule out the use of non-cooling strategies.
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