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Abstract
The performance of high-speed VLSI circuits is increasingly limited
by interconnect coupling noise. In this paper we present a closed-form
crosstalk noise model with accuracy comparable to that of SPICE for
an arbitrary ramp input. We also develop a simplified delay model for
estimating delays on coupledRC lines considering input slew times
for both aggressor and victim lines. We then apply our model along
with SPICE simulation to perform various studies of delay uncertainty
in coupled interconnects. With respect to the effects of changing ag-
gressor slew time on victim delay (i.e.,delay variation), we observe
that the victim delay is worst when the aggressor is switching very fast
(e.g., step input). For local interconnects the delay variation (change
in victim delay with varying input slew) can be as high as 70%. On
the other hand, delay variation is around 10% for global interconnects.
We also observe that the difference between minimum and maximum
delay (i.e.,delay uncertainty) decreases significantly as slew times are
increased. Delay uncertainty on the victim wire is high for global wires
as compared to local wires, a consequence of differing ratios of cou-
pling to parallel-plate capacitance, and wire to load capacitance. We
believe that our noise and delay analytical models form an effective ba-
sis for methodologies that lead to less over-design and guard-banding
in high-performance system designs.

1 Introduction
Interconnects are an important performance limiting factor in today’s
high-speed and high-density VLSI designs. A major reason for this is
the increasing importance of crosstalk between parallelRC intercon-
nect lines [1] [7]. The crosstalk due to the capacitive coupling between
lines increases as the average length of interconnects increases, as the
density of interconnect routings increases, and as the switching speeds
of devices increases. Coupling between signal lines is severe for deep-
submicron designs where line-to-line capacitances are significant com-
pared to line-to-substrate capacitances. Interconnect geometry in deep-
submicron technologies is being aggressively scaled down for wiring
densities, leading to high aspect ratios in metal lines. High-speed cir-
cuits (such as dynamic circuits and latches) are very sensitive to noise at
both input and output nodes, which makes coupling an important issue.
Even though it is possible to extract a detailed coupledRCnetwork for
all signal lines, the simulation of the entireRCnetwork is computation-
ally expensive. When the number of signal lines exceeds one million
as it easily does in today’s advanced microprocessors, SPICE simula-
tions of each line are too inefficient to carry out. It is important to be
able to quickly verify that the noise peak on sensitive nodes is below
recommended threshold level to ensure acceptable signal integrity in
limited design cycle times. Similarly, it is necessary to compute delay
uncertainty (or variation) for all coupled lines in the design quickly and
consider this margin in the static timing analysis.

Today’s timing analysis tools employ a technique which takes the
coupling capacitance to be some multiple of ground capacitance de-
pending upon the switching conditions. A single effective capacitance
value for the interconnect is computed for use in delay estimation. This
is multiplied by aswitching factor, which is taken to be slightly more
than zero for a pair of lines switching in the same direction, and slightly
less than two for a pair of lines switching in the opposite direction. The

downside of this simple technique is that it can lead to highly optimistic
or pessimistic estimates of delay. This motivates the development of
more accurate predictors of coupling-induced delay based on coupling
capacitance values and switching activity (slew times, offsets).

Several notable previous works model the effects of interconnect
fringing and coupling capacitance on delay and crosstalk. [9] proposes
a detailed noise analysis using full-chip parasitic extraction and model
order reduction to compress parasitic data. This type of detailed noise
analysis, which is done after physical design, is computationally ex-
pensive and identifies noise problems too late in the design cycle. The
approach of [2] uses a detailed victim net analysis but applies an infinite
ramp instead of a finite ramp as input to the aggressor net. To simplify
the analysis further each coupling capacitor is replaced by a current
source whose value is slew rate (i.e., slew rate of aggressor source volt-
age) times the coupling capacitance. It is implicitly assumed that the
aggressor signal slope does not degrade downstream from the aggressor
source. Hence, for longer lines this approach can produce either overes-
timated or underestimated peak noise values. Sakurai [10] solves partial
differential equations for coupledRC lines to derive noise and delay ex-
pressions. However, driver modeling is not considered and the analysis
is limited to step response. Kawaguchi and Sakurai [5] use the diffu-
sion equation to analyze capacitively coupled interconnects, but also
consider only the case of a step input. Different peak noise expressions
are derived for various combinations of driver resistance to wire resis-
tance ratio and load capacitance to wire capacitance ratio. [11] uses
anL model forRC interconnects and obtain noise bounds for the case
of a step input only. Also, their model does not take into account the
interconnect resistance while deriving noise expressions. In addition,
they make several assumptions while deriving the final expressions for
the noise and delay. E.g., they assumeRdriver� Rint andCload�Cint .
Nakagawa et al. [6] use a L-model for interconnects to compute peak
noise expressions under ramp inputs. However, they assume that peak
noise always occurs after timet � TS whereTS is slew time at the output
of aggressor driver. They derive the slew time at the output of aggressor
driver as a function of input slew time of the driver, intrinsic gate delay,
and gate load delay considering effective capacitance seen by the driver.
Yee et al. [12] present simulation-based evidence that documents the
magnitude of crosstalk-induced delay.

Contributions of This Work
In this paper, we present improved estimators for noise and delay phe-
nomena due to coupling capacitance. The improved accuracy of our
estimators, along with our analyses of delay variation and delay uncer-
tainty, can (i) be useful in analyzing the sensitivity of circuit perfor-
mance to various interconnect tuning parameters, and (ii) lead to less
over-design and guard-banding at all stages of a performance-convergent
synthesis and layout methodology for high-performance designs.

Our specific contributions are as follows. First, we use a lumpedΠ
model forRC interconnects, which is more accurate than theL models
used in [8] [11]; we also handle cases of different ramp inputs on the
victim and aggressor lines. Second, we perform studies of bothdelay
variation anddelay uncertaintyin local and global interconnects.De-
lay variation is defined to be the variation in a given line delay due to
switching activity on neighboring line(s). Our studies show that change
in slew time at the inputs of coupled lines has a big impact on delay



variation. For local interconnects the change in victim delay with re-
spect to slew can be as high as 70%, while for global interconnects
(long wires) the variation in delay is around 10%.Delay uncertaintyis
defined to be the difference between maximum (typically, aggressor(s)
switching in opposite direction to victim) and minimum (typically, ag-
gressor(s) switching in same direction) victim line delay over all pos-
sible cases of switching activity on neighboring aggressor line(s). Our
studies indicate that delay uncertainty decreases rapidly as slew times
are increased. Delay uncertainty also increases with the relative amount
of coupling vs. grounded or load capacitance, and hence is more sig-
nificant for global wires.

2 Delay Model for Coupled Interconnects
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Figure 1: Two parallel coupled interconnects, with inverters as
drivers and loads. This configuration is used for our analysis of peak
noise on the victim, and delay on both aggressor and victim.

We consider two parallel coupled interconnects with drivers and
loads attached, as shown in Figure 1. For the case when the victim line
is quiet and aggressor line changes from 0 to VCC, the noise voltage is
induced on victim line due to capacitive coupling. As a result of victim
line resistance and the driver resistance, the induced voltage takes some
time to decay in exponential form. If the induced voltage is high and
if the induced voltage lasts longer (i.e., width of pulse) than a certain
minimum then the destination gate (INV) generates a glitch and hence
causes a logical error. For simplified analysis we use an equivalent cir-
cuit usingΠ model for the interconnects as shown in Figure 2. We
analyze noise and delay at the end of the interconnects. Although for
simplicity we consider just one aggressor line, our analyses extend eas-
ily to the case of more than one aggressor line for a given victim line.
Our goal is to develop models to estimate delay on both aggressor and
victim lines for three main cases: (i) victim line quiet, (ii) victim line
active and switching in the opposite direction to the aggressor, and (iii)
victim line active and switching in the same direction as the aggressor.
The delay on victim line is worst-case when both aggressor and vic-
tim are switching in opposite directions, since the aggressor introduces
charges in opposite direction to those on the victim. Similarly, the best-
case delay on the victim line occurs when both aggressor and victim
are switching in the same direction. Our approach below can be used
to estimate the delays for all of these cases.

In this section, we apply theΠ model for the interconnect and
compute both the noise peak voltage and delay on the interconnects
as shown in Figure 2. Our basic analysis approach is as follows:

� We use Figure 2 as the equivalent circuit for analysis purposes.
Note that we have distributed the interconnect line capacitance in
two parts (ground capacitance and coupling capacitance).

� We transform the time domain circuit equations to frequency do-
main using Laplace transforms, solve the equations, then convert
the results back to the time domain.

� To find the noise voltage at the end of victim line, we must solve
for vC(t), while to find the impact of crosstalk on delay, we must
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Figure 2: Equivalent circuit (usingΠ model for interconnect) for the
configuration of Figure 1.

solve forvB(t). The nodal equations at nodesA, B, C andD in
Figure 1 are given in (1).

VS1 = VA+Rd1 [VAsC1+(VA�VD)sCC1+VBsC2
+(VB�VC)sCC2]

VA = VB+R1[VBsC2+(VB�VC)sCC2]
VS2 = VD +Rd2

�
VDsC0

1+(VD�VA)sCC1+VCsC0
2

+(VC�VB)sCC2]
VD = VC+R0

1

�
VCsC0

2+(VC�VB)sCC2
�

(1)

whereRd1 and Rd2 are driver on-resistances of aggressor and victim
lines, R1 andR0

1 are total resistance of aggressor and victim lines,C1
(C2) andC0

1 (C0
2) are ground capacitances of aggressor and victim lines,

and finally,Cc1 andCc2 are coupling capacitances between aggressor
and victim lines. We have included the load capacitancesCL1 andCL2
in C0

1 andC0
2 respectively to simplify the nodal equations.

Effect of Victim and Aggressor Switching
In this section, we are interested in studying the variation of victim wire
delay as a function of aggressor/victim line slew times. We analyze a
general case of aggressor and victim lines switching when we have two
different voltage sources attached to their inputs. So the slew times and
the time offsets from origin of both voltage sources can be different.
Solving the set of Equations (1) with different voltage sourcesVS1 and
VS2 yields the following expressions for voltages at node B and C (after
retaining terms with up to power of two ins):

VC =VS2
(1+a1s+a2s2)

(1+b1s+b2s2)
+VS1

(a3s+a4s2)

(1+b1s+b2s2)
(2)

VB =VS1
(1+c1s+c2s2)

(1+b1s+b2s2)
+VS2

(c3s+c4s2)

(1+b1s+b2s2)
(3)

where

a1 = R1C2+R1CC2+Rd1C1+Rd1CC1+Rd1C2+Rd1CC2
a2 = Rd1C1R1CC2+Rd1C1R1C2+Rd1CC1R1C2+Rd1CC1R1CC2

+Rd1CC1R0
1CC2

a3 = Rd2CC1+Rd2CC2+R0
1CC2

a4 = Rd2C0
1R0

1CC2+Rd2CC1R0
1CC2+Rd2CC1R1C2+Rd2CC1R1CC2

c1 = R0
1C

0
2+R0

1CC2+Rd2C
0
1+Rd2CC1+Rd2C

0
2+Rd2CC2

c2 = Rd2C0
1R0

1CC2+Rd2C0
1R0

1C
0
2+Rd2CC1R0

1C
0
2+Rd2CC1R0

1CC2
+Rd2CC1R1CC2

c4 = Rd1C1R1CC2+Rd1CC1R1CC2+Rd1CC1R0
1C

0
2+Rd1CC1R0

1CC2
c3 = Rd1CC1+Rd1CC2+R1CC2

(4)
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Figure 3: Different regimes to be considered for calculating delay due
to coupling under ramp input on the victim and aggressor lines.

and the denominator termsb1 andb2 are given by

b1 = R0
1CC2+Rd2CC2+Rd2CC1+R0

1C
0
2+Rd1CC1+Rd1CC2+R1CC2

+Rd2C0
1+Rd1C1+Rd2C0

2+R1C2+Rd1C2
b2 = Rd2C0

1R0
1CC2+Rd2CC1R0

1CC2+Rd2CC1R1CC2+Rd2CC1R1C2
+Rd1C2R0

1CC2+Rd1C2Rd2C0
1+Rd1C2Rd2CC1+Rd1C2Rd2C0

2
+Rd1C2Rd2CC2+Rd1C1R0

1C
0
2+Rd1C1R0

1CC2+Rd1C1Rd2C0
1

+Rd1C1Rd2CC1+Rd1C1Rd2C0
2+Rd1C1Rd2CC2+Rd2C0

1R0
1C

0
2

+R1C2R0
1C

0
2+R1C2R0

1CC2+R1C2Rd2C0
1+Rd2CC1R0

1C
0
2

+Rd1C1R1C2+Rd1C1R1CC2+Rd1CC1R1C2+Rd1CC1R1CC2
+Rd1CC1R0

1C
0
2+Rd1CC1R0

1CC2+Rd1CC2R0
1C

0
2+Rd1CC2Rd2C0

1
+Rd1CC2Rd2C

0
2+Rd1CC1Rd2C

0
1+Rd1CC1Rd2C

0
2+R1C2Rd2C

0
2

+R1C2Rd2CC2+R1CC2R0
1C

0
2+R1CC2Rd2C0

1+
R1CC2Rd2C0

2+Rd1C2R0
1C

0
2

(5)

The transfer functionVC
VS2

for victim line is a function of ratio of voltage

sourcesVS1
VS2

and we try to express this ratio as a polynomial ins, i.e.,

VC

VS2
=

(a00+a11s+a22s2)

(1+b1s+b2s2)

Figure 3 shows the different possible regimes to consider for analy-
ses. We consider two different ramp inputs with different slew times
and zero offsets for simplicity for our analysis. The ramp input voltage
at aggressor can be expressed asVS1 = v0

s2TS1
for linear ramp region

andVS1 = v0
s2TS1

�
1�e�sTS1

�
for saturated ramp region [3]. Depend-

ing on the rising or falling ramp input the magnitudev0 could be either
positive or negative. We use a factorα to represent the sign of ramp in-
puts, i.e., for same-direction rampsα = 1, for opposite-direction ramps
α =�1, and if one line is quiet and other is switchingα = 0. We con-
sider theα 6= 0 cases in this section and the case ofα = 0 in the next
section, below. For linear ramps the ratio of voltage sources (i.e., for

t � min(TS1;TS2)) is TS2
TS1

. The corresponding coefficients of the cou-

pled transfer function of the victim line are

a00 = 1; a11 = a1+αTS2
TS1

a3; a22 = a2+αTS2
TS1

a4

(6)
For the region where a linear ramp and a saturated ramp overlap the
ratio of voltage sources can be approximated as

VS1
VS2

= α
�

TS2s� TS1TS2
2 s2

�
TS1 < t � TS2

VS1
VS2

= α
�

1
TS1

s�1+ TS2
2TS1

+
T2

S2
12TS1

s

�
TS2 < t � TS1

(7)

The corresponding coefficients of the coupled transfer function of the
victim line are given for two cases. The coefficients for the case when
TS1 < t � TS2 are

a00 = 1; a11 = a1; a22 = a2+αTS2a3 (8)

The coefficients for the case whenTS2 < t � TS1 are

a00 = 1+α 1
TS1

a3

a11 = a1+α
�

TS2
2TS1

a3+
1

TS1
a4

�

a22 = a2+α
�

TS2
2TS1

a4+
T2

S2
12TS1

a3

� (9)

Finally, for the region of saturated ramps ratio of voltage sources with a

first order approximation isVS1
VS2

= α(1+ TS2�TS1
2 s). The correspond-

ing coefficients of the coupled transfer function of the victim line are

a00 = 1; a11 = a1+αa3;

a22 = a2+α
�

TS2�TS1
2 a3+a4

� (10)

Hence, the transfer function for the victim line can be expressed as1

VC

VS2
=

(a00+a11s+a22s2)

(1+b1s+b2s2)
(11)

Using partial fractions and inverse Laplace transforms allows us to
convert theVC(s) in Equation (11) into a time-domain expression for
ramp source ofVS2, i.e.,

vC(t)=

8>>>>><
>>>>>:

v0
TS2

(k0+k1t +k2es2t +k3es1t)

t � TS1;t � TS2 or i f TS1 < t � TS2

v0
TS2

h
k1TS2+k2

�
es2t �es2(t�TS2)

�
+k3

�
es1t �es1(t�TS2)

�i
t > TS1;t > TS2 or i f TS2 < t � TS1

(12)
wherek0 = (�a00b1+a11), k1 = a00,

k2 =
1

2b2s2+b1

�
b2s2b1a00+a00b2

1�a11b2s2�a11b1�a00b2+a22

�
,

k3 = � 1
2b2s2+b1

(�a00b2+a22�a00b2s2b1+a11b2s2), s2s1 = 1
b2

,

ands2+s1 =�
b1
b2

. We need to use appropriatea00;a11;a22 from Equa-

tions 6, 8, 9, and 10 depending on the range to whicht belongs.
We now compute an analytical expression for delay using the above

vC(t) expression. Letvth be the threshold voltage of interest at which
we would like to compute the delay. Since we are interested in delay
relative to input ramp (VS2) we need to subtract ramp input delay at that
threshold, i.e.,vthTS2, from the output response delay. Therefore, the
victim wire delay (Dv) for both the linear and saturated ramp regions
can be obtained as [3]

Dv =

8>>>>><
>>>>>:

1
k1

�
(1�k1)vthTS2�k0�k3es1TAD

�
t � TS1;t � TS2 or i f TS1 < t � TS2

(1�vth)TS2+
1

js1j

���ln� k3(1�e�js1jTS2)
TS2(1�vth)

����
t > TS1;t > TS2 or i f TS2 < t � TS1

(13)
whereTAD = vthTS2 + b1 is analytical delay approximation for ramp
response.

1Similarly, the transfer function for the aggressor line can be expressed asVB
VS1

=

(1+c11s+c22s
2)

(1+b1s+b2s2)
where coefficientsc11 andc22 are functions of the ratio of ramp inputs

and also depend on the type of ramps (linear or saturated, etc.). The time-domain expression
for vB(t) can be derived in similarly tovC(t).



3 Peak Noise Estimation on Victim Line

The case of peak noise can be analyzed when the victim line is quiet
at low voltage, while the aggressor line is switching from low to high.
Therefore,VS2 = 0. Solving the Equations (1) withVS2 = 0 yields the
following transfer function in frequency domain for noise at nodeC of
the victim line (we approximate the solution to second moment only).

VC

VS1
=

a3s+a4s2

1+b1s+b2s2 (14)

where coefficientsai ’s andbi ’s are given by Equations (5) and (4). We
now compute the time-domain solutions voltage on both victim and ag-
gressor lines by considering step and ramp inputs at the input of the
aggressor line. The expression for ramp input in transform domain
is VS1 = v0

s2TS

�
1�e�sTS

�
and as before we assume the victim line is

quiet, i.e.,VS2 = 0. Then the voltage at nodeC of the victim line in the
transform domain can be written as

VC(s) =
v0(1�e�sTS)

TSb2

�
k0

s
+

k1

s�s1
+

k2

s�s2

�

The corresponding time-domain expression is given by

vC(t)=

8><
>:

v0
b2TS

(k0+k1es1t +k2es2t) t � TS

v0
b2TS

h
k1

�
es1t �es1(t�TS)

�
+k2

�
es2t �es2(t�TS)

�i
t > TS

(15)

wherek0 =a3b2, k1 =�
b2 (a4+s2b2a3)

2s2b2+b1
, k2 =

b2 (�s2b2a3�a3b1+a4)
2s2b2+b1

,

s1s2 = 1
b2

, ands1+s2 =�b1
b2

. Similarly, we can compute the voltage

at nodeB of the aggressor line using the equations given in previous
section. The voltagevC(t) represents noise on victim line due to the
input switching on the aggressor line. To find the peak noise for this
configuration, we differentiate Equation (15) with respect tot and set
the derivative to zero. The time at which peak noise is reached is

tpeak1 =
�

1
s2�s1

�
ln
�
�

k1s1
k2s2

�
0� tpeak1 � TS

tpeak2 =
�

1
s2�s1

�
ln

��
�

k1s1
k2s2

��
1�e�s1TS

1�e�s2TS

��
tpeak2 > TS

(16)
from which peak noise voltage can be computed by substitutingtpeak

values into Equation (15), withvC(tpeak)=max
�

vC(tpeak1);vC(tpeak2)
	

.
Similarly, for step input at the aggressor line the time to reach peak
noise is given by

tpeak=

�
1

s2�s1

�
ln

�
�

k1s1

k2s2

�
(17)

and the corresponding peak noise for step input is expressed as

vC(tpeak) =
v0

b2

�
k1es1tpeak+k2es2tpeak

�
(18)

Even though the above discussion was computing peak noise for
two coupled lines we can extend our approach for the case of multiple
aggressor lines effecting a single victim line. We think that each aggres-
sor and victim line (overlap section of the lines) can be analyzed inde-
pendently to compute noise peaks and from the super-position principle
of voltage we can add up all the noise peaks for each pair to compute
the total noise peak value.

Cases width spacing length Rint Cgnd Ccoup
(in µm) (in µm) (in µm) (in Ω) (in f F) (in f F)

1 0.49 0.46 1000 122.9 63.2 115.02
2 0.49 0.46 5000 614.32 315.77 575.03
3 1.00 0.46 10000 605.63 983.97 1187.03
4 0.49 1.30 1000 122.9 109.3 46.2

Table 1: Interconnect parameters used in various SPICE simulations
(CL = 153 f F due to inverter gate capacitance for all cases).

4 Simulation Results
To validate our new analyses, we have considered two adjacent M3 in-
terconnects used in a real microprocessor design for 0.25µm CMOS
technology. We assume identical interconnects are driven by identical
inverters of size (56,28)µm, and also assume that the loads at the end
of the lines are identically sized inverters. We study various configu-
rations of interconnect length, width, and spacing as shown in Table
1. The context for this experimentation is to discover how close ourΠ
models compare to SPICE simulations for delay estimation. We note
that all models proposed above are extremely efficient to evaluate (de-
spite sometimes long expressions) and runtimes are negligible for all
models, particularly when compared to SPICE runtimes. The above
obtained analytical equations for voltage on victim and aggressor lines
are useful in computing noise, delay and/or delay uncertainty and how
it changes with respect to input slew time, coupling capacitance, etc.

TS = 0 ps TS = 100ps
Cases SPICE L[11] [5] ΠOur SPICE ΠOur

1 0.080 0.174 0.174 0.088 0.060 0.060
2 0.210 0.275 0.275 0.184 0.209 0.183
3 0.221 0.255 0.255 0.183 0.210 0.183
4 0.037 0.075 0.075 0.037 0.026 0.024

TS = 200 ps TS = 400 ps
Cases SPICE ΠOur SPICE ΠOur

1 0.035 0.035 0.018 0.017
2 0.200 0.181 0.198 0.173
3 0.202 0.183 0.199 0.181
4 0.012 0.010 0.007 0.007

Table 2: Normalized peak noise values for different input slew times
for the two coupled interconnect configuration under various models.

We now express the circuit parameters of the models Figure 2 in
terms of the interconnect parameters given in Table 1. For theL in-
terconnect model, we considerC0

1 =C1 =Cgnd+CL andCc1 =Ccoup,
while for the Π interconnect model,C0

1 = C1 = Cgnd=2, C0
2 = C2 =

Cgnd=2+CL andCc1 = Cc2 = Ccoup=2. The load capacitance due to
the inverter gate capacitance isCL1 =CL2 = 153 f F.

4.1 Peak Noise Results
We simulate the coupled interconnects by using different input slew
times ranging from 0ps to 400ps for the driving inverters. We first com-
pute the noise peaks for all four test cases under different slew times
using SPICE simulation and ourΠ model as shown in Table 2. For
the Π model the noise peak (ΠOur) is computed using Equation (18)
for step input and using Equation (15) for ramp input (Section 3). The
noise values presented in the table are normalized to the supply volt-
age. Peak normalized noise values in Tables 2 for step input are also
compared with the two existing models of [5] and [11], as well as with
SPICE simulation results. TheL[11] values are the peak noise values
obtained using the formula of [11]. For [5], we take the noise formula
of Kawaguchi and Sakurai [5] for the 2-line case when both the victim



and aggressor lines are switching in opposite directions, and divide it by
two to obtain the noise peak when only the aggressor is switching. Our
results for theΠ interconnect model as shown in Table 2 are within 13%
of the values derived by SPICE results for peak noise. Also, our new
noise estimators are substantially more accurate than previous models
of [11] [5]; this implies less need for overdesign and guardbanding.

TS = 0 ps TS = 100 ps
Cases SPICE ΠOur SPICE ΠOur

1 24 25 32 33
2 405 377 408 379
3 835 769 839 769
4 22 21 30 29

TS = 200 ps TS = 400 ps
1 35 35 38 37
2 411 381 422 389
3 842 771 847 775
4 32 31 33 31

Table 3: Comparison of victim line interconnect delay for 50% thresh-
old delay (inps) using SPICE and ourΠ model for the case when the
aggressor line switching opposite to the victim line. We assume iden-
tical slew time for both lines.

TS = 0 ps TS = 100 ps
Cases SPICE ΠOur SPICE ΠOur

1 16 15 20 21
2 138 133 142 135
3 293 271 296 272
4 18 17 24 25

TS = 200 ps TS = 400 ps
1 23 23 25 23
2 149 141 169 163
3 300 276 314 287
4 25 25 26 25

Table 4: Comparison of victim line interconnect delay for 50% thresh-
old delay (inps) using SPICE and ourΠ model for the case when the
aggressor line switching in the same direction as the victim line. We
again use identical slew time for both lines.

4.2 Delay Uncertainty and Delay Variation
Recall that the delay uncertainty of any line is defined to be the max-
imum difference in line delay due to any variation in switching con-
ditions of neighboring lines. The maximum delay of any wire occurs
when both coupled lines are switching in opposite direction with identi-
cal slew times of the signals arriving at the input of the lines. Similarly,
the minimum delay of the wire occurs when both are switching in same
direction and again with with identical slew times of input signal. This
type of analysis to compute delay and/or delay uncertainty on an ag-
gressor/victim line is also very useful for placement and routing tools
to make correct decisions. We now study the variation of delay uncer-
tainty with respect to slew times and coupling capacitance.

We simulate the coupled interconnects by using different input slew
times ranging from 0ps to 400ps for the driving inverters. Table 3 shows
a comparison of interconnect delays on the victim line computed using
SPICE and ourΠ model for the case when both victim and aggressor
line are switching in opposite directions. We use the 50% threshold to
compute the interconnect delay from the output of the driver to the next
inverter input. This case yields pessimistic or worst-case interconnect
delay values between the two coupled interconnects. From Table 3 we
see that ourΠ model delays are close to the SPICE-computed values.
Similarly, Table 4 gives a comparison of interconnect delay on the vic-
tim line for the case when victim and aggressor are switching in same
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Figure 4: Plot of delay uncertainty for victim line (difference of
worst case and best case delays) as obtained from Tables 3 and 4
for different slew times using Pi-Model and Spice simulations. This
plot shows that delay remains constant for various slew values such
thatTS1 = TS2.

Case 1 Case 2
TS1 Best Case Worst Case Best Case Worst Case

Our Spice Our Spice Our Spice Our Spice
100 27 12 31 54 123 142 423 459
200 17 17 39 43 119 148 421 458
400 23 23 37 38 129 165 419 456
500 25 24 35 35 147 172 415 454
600 26 25 35 34 165 177 417 450
700 27 26 33 33 179 183 415 445
900 29 28 33 31 199 192 379 422
1000 30 29 31 30 205 196 379 410

Table 5: Victim line delay values for different slew times on the ag-
gressor line. The slew on the victim line was 400ps for Case 1 and
700ps for Case 2.

direction. This case yields optimistic or best-case interconnect delay
values between the two coupled interconnects. Figure 4 plots delay un-
certainty values from Tables 3 and 4 for different slew times such that
both lines have same slew (TS1 = TS2). Again, our Pi-Model results are
close to SPICE results. This plot shows that delay remains constant
under various slew values as long asTS1 = TS2.

We have also studied delay variation, i.e., the impact of change in
slew time of coupled lines on the delay of victim/aggressor lines. For
this analysis we keep the victim line slew constant (say at 400ps) and
vary aggressor slew from 0 to 1000ps. A complete set of results for this
experiment using both SPICE and our analytical approach is given in
Table 5. We study both the cases when lines are switching in the same

Ratio Case 1 (ps) Case 2 (ps)
Ccoup=Cgnd Our Spice Our Spice

0.25 31 32 309 332
0.55 33 34 337 362
1.00 35 35 363 391
1.82 37 36 389 420
4.00 39 39 417 451

Table 6: Delay values for different coupling capacitances between the
victim and the aggressor lines. The slew time is 400ps for both lines.



10

15

20

25

30

35

40

45

50

55

100 200 300 400 500 600 700

D
el

ay
 v

al
ue

s 
(in

 p
s)

Slew on input of the inverter for aggressor line (in ps)

Dependence of delay on slew time of aggressor (case 1)

Worst_Case_Our
Worst_Case_Spice

Best_Case_Our
Best_Case_Spice

100

150

200

250

300

350

400

450

500

100 200 300 400 500 600 700 800 900 1000

D
el

ay
 v

al
ue

s 
(in

 p
s)

Slew on input of the inverter for aggressor line (in ps)

Dependence of delay on slew time of aggressor (case 2)

Worst_Case_Our
Worst_Case_Spice

Best_Case_Our
Best_Case_Spice

Figure 5: Plot of delay values for different slew times on the aggressor line while fixing the slew on victim line to 400ps for case 1
and 700ps for case 2. Delay values are also given in Table 5. OurΠ model results are close to SPICE for slew times above 200ps.
Worst case delay decreases as slew time of aggressor line is increased.

direction (best case) and in the opposite direction (worst case); our re-
sults are within 15% of SPICE results as shown in Figure 5. For local
(short wires) interconnects the change in delay with respect to slew
could be as high as 70%. In contrast for global interconnects (long
wires) the delay variation is around 10%. (OurΠ model results are
close to SPICE for slew times above 200ps, and we are currently in-
vestigating the sources of error with respect to SPICE for smaller slew
times.) The worst delay occurs on the victim line when the aggressor
line is switching very fast (i.e., step input). Hence, delay calculation
tools need to consider this worst-case corner for coupled interconnects.

Finally, Table 6 gives best- and worst-case victim line delays for
various ratios of coupling capacitance to ground capacitance (parallel-
plate capacitance). We notice that as the ratio of coupling capacitance
to ground capacitance increases the worst case delay increases, and that
this increase is significant for global wires (Ex: Case 2 in Table 6). For
local wires the increase in delay with coupling capacitance to ground
capacitance ratio is less. As expected, minimizing delay uncertainty
and delay variation requires interconnect design such that less coupling
capacitance is seen for global wires.

5 Conclusions
In conclusion, we have analyzed the accuracy and applicability of new,
simple closed-form models for computing crosstalk noise and coupled
line delay for deep-submicron interconnects. Specifically, we have de-
rived analytical expressions for victim wire delay and studied the im-
pact on delay due to aggressor wire input, for both the step input and
ramp input regimes. Our approach extends easily to other modes of si-
multaneous switching, phase offsets, etc. We have also studied the im-
pact on victim line delay of varying aggressor slew times and coupling-
to-ground capacitance ratios. The approaches described in our paper
potentially form the basis of a set of analytical tools to estimate noise
peaks and delay uncertainty effects early in the ASIC physical imple-
mentation flow.

REFERENCES
[1] H. B. Bakoglu,Circuits, Interconnections and Packaging for VLSI,

Addison Wesley, 1990.

[2] A. Devgan, “Efficient Coupled Noise Estimation for On-Chip In-
terconnects”,IEEE/ACM International Conference on Computer-
Aided Design, Nov 1997, p. 147-153.

[3] A. B. Kahng, K. Masuko and S. Muddu, “Analytical Delay Models
for VLSI Interconnects Under Ramp Input”,Proc. ACM/IEEE Intl.
Conference on Computer-Aided Design, Nov. 1996, pp. 30-36.

[4] G. A. Katopis and H. H. Smith, “Coupled Noise Predictors for
Lossy Interconnects”,IEEE Transactions on Components, Pack-
aging, and Manufacturing Technology-Part B, Vol. 17, No.4, Nov.
1994, pp. 520-524.

[5] H. Kawaguchi and T. Sakurai, “Delay and noise formulas for ca-
pacitively coupled distributedRC lines ”, Proc. Asian and South
Pacific Design Automation Conference, 1998, pp. 35-43.

[6] S. O. Nakagawa, D. M. Sylvester, J. G. McBride, S.-Y. Oh, “On-
Chip Cross Talk Noise Model for Deep-Submicrometer ULSI In-
terconnect”,The HP Journal (4), Aug. 1998.

[7] K. Rahmat and O. S. Nakagawa and S-Y. Oh and J. Moll, “A Scal-
ing Scheme for Interconnect in Deep-Submicron Processes”,IEEE
International Electron Devices Meeting, 1995, pp. 245-248.

[8] K. L. Shepard, S. M. Carey, E. K. Cho, B. W. Curran, R. F. Hatch,
D. E. Hoffman, S. A. McCabe, G. A. Northrop and R. Seigler, “De-
sign methodology for the S/390 Parallel Enterprise Server G4 mi-
croprocessors”,IBM Journal of Research and Development, Jul-
Sep 1997, vol. 41, no. 4-5, pp. 515-547.

[9] K. L Shepard, V. Narayanan, P. C. Elmendorf, and G. Zheng,
“Global Harmony: Coupled Noise Analysis for Full-Chip RC
Interconnect Networks”,Proc. ACM/IEEE Intl. Conference on
Computer-Aided Design, Nov. 1997.

[10] T. Sakurai, “Closed form expressions for interconnection delay,
coupling and crosstalk in VLSIs”,IEEE Transactions on Electron
Devices, Jan. 1993, vol. 40(1), pp. 118-124.

[11] A. Vittal and M. Marek-Sadowska, “Crosstalk reduction for
VLSI”, IEEE Transactions on Computer-Aided Design of Inte-
grated Circuits and Systems, March 1997, vol. 16, pp. 290-298.

[12] G. Yee, R. Chandra, V. Ganesan and C. Sechen, “Wire Delay in
the Presence of Crosstalk”,ACM/IEEE International Workshop on
Timing Issues in the Specification and Synthesis of Digital Systems,
Dec. 97, pp. 170-175.


